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In this paper, we present a method for reconstructing  
a surface mesh animation sequence from point cloud 
animation data. We mainly focus on the articulated body 
of a subject — the motion of which can be roughly 
described by its internal skeletal structure. The point 
cloud data is assumed to be captured independently 
without any inter-frame correspondence information. 
Using a template model that resembles the given subject, 
our basic idea for reconstructing the mesh animation is to 
deform the template model to fit to the point cloud (on a 
frame-by-frame basis) while maintaining inter-frame 
coherence. We first estimate the skeletal motion from the 
point cloud data. After applying the skeletal motion to the 
template surface, we refine it to fit to the point cloud data. 
We demonstrate the viability of the method by applying it 
to reconstruct a fast dancing motion. 
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I. Introduction 

The acquisition of dynamically varying geometry data from 
a deforming object has been an active research area in 
computer graphics. Conventional methods to capture such a 
time-varying shape are mostly based on vision techniques. 
Using synchronized multiple cameras in a controlled studio, 
the 3D surface data at each instance are captured by exploiting 
various stereo matching methods. The details of the process 
can differ according to the choice of hardware setups and 
implementations. However, the representation of their resulting 
data usually shares the same form, which is the three-
dimensional point cloud. The point cloud has primarily been 
used for capturing a static object. However, it also facilitates the 
representation of animation data by concatenating the resulting 
point clouds, captured individually at each frame, in temporal 
order. 

Although the point cloud representation has proven useful 
for storing and rendering with tremendous geometric details, it 
is originally intended to be used for a static object. When it 
comes to a dynamic object, several issues may arise — for 
example, the compression of large-size data for efficient 
memory use and the construction of inter-frame temporal 
coherence for effective post-processing (pose-editing or re-
texturing).  

On the other hand, polygonal surface representations, such as 
triangular meshes, have been more popular for animation 
purposes, in which an animation is represented by the 
trajectories of vertices while keeping the connectivity between 
such vertices unchanged. Moreover, there are already many 
research results available detailing how to effectively compress 
and manipulate such mesh animation data [1]–[2]. Thus, the 
option to use point cloud data for animation purposes is 
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proving increasingly more attractive.  
In this paper, we present a method for converting point cloud 

animation data into mesh animation data with constant 
connectivity. We take the point cloud animation sequences 
without the inter-frame coherency as an input. Our problem is 
different from the previous work [3]–[4] for generating mesh 
animation from images captured from synchronized multiple 
video cameras, in which it is assumed that the silhouette 
information can be extracted easily without much noise. In our 
case, however, the point cloud data are already processed and 
can contain severe noise especially around the region of the 
occlusion, which is not easily separable. Thus, noise-robust 
reconstruction is the main issue to be addressed in our method. 
In addition, the full-body point cloud animation data often 
lacks details due to the limited number of full-body-shot 
cameras. It is, therefore, desirable to augment the details of the 
captured data. Our basic idea for a robust and consistent 
transformation is to use a template model. The template model 
is not necessarily to be the same subject to be captured. 
However, the internal skeletal structure is assumed to be the 
same. The use of a template model results in several benefits: 
first, the template model enables us to easily build a temporal 
coherence by registering its geometric elements to the 
unstructured point clouds at each frame. Second, we can 
archive more details to the original captured data. Finally, the 
template model helps to remove the noises existing in the 
original input data.  

We address three main issues: first, we present a method to 
adjust the given general template model to better fit the 
geometry of a particular subject. Second, we recover the 
motion of the subject and transform it into a mesh animation. 
Finally, we reduce the visual artifacts of the obtained mesh 
animation by applying a local deformation filter.  

The remainder of the paper is organized as follows: we first 
discuss related work in Section II. We then briefly give an 
overview of our method in Section III. The method consists of 
three main parts, each of which is described in detail in Section 
IV. In the last two sections, we provide our experimental results 
and discuss the advantages and limitations of the method. 

II. Related Work 

Capturing animation data from a deforming object has 
been an important problem in computer animation for many 
years. Here, we briefly summarize the work most related to 
our own by mainly focusing on the dynamic full-body 
deformation acquisition. The techniques can be roughly 
categorized into two classes: template-based methods and 
non-template-based methods. Our method falls into the 
former category. 

Template-based methods exploit a template model as a prior 
of the subject to be captured. Template models have been 
widely used mostly for estimating the correspondences and for 
augmenting missing information in the captured data. The first 
full-body dynamic capture of human subjects was done by 
Sand and others, in 2003 [5]. Although they did not use a 
geometry model as a template, a predefined skeletal structure 
together with a primitive deformation model was given to 
assist in the estimation of the configuration of the subjects. 
Allen and others built a general template model to estimate the 
deformation space with respect to different body shapes [6]. In 
their work, they defined a small set of predefined landmarks on 
the template model for easily estimating correspondences 
between captured data. For the same purpose, the predefined 
landmarks have been commonly used in other methods, such 
as those in [7]–[9]. However, they were mostly for acquiring 
static objects or a few sequences of dynamic objects, due    
to the complexity of their automatic method of building 
correspondences. In 2008, two interesting works were 
presented simultaneously by two different groups; their 
methods having similar capture setups. One was by Vlasic 
and others [4], while the other was by de Aguiar and   
others [3]. Both use template models extensively for 
correspondences and filling missing information. Especially, 
[3] exploited a lower resolution version of the volumetric 
template model for effectively tracking fast and complex non-
rigid motion. Most recently, Li and others presented a method 
for capturing a complex dynamic motion only in a single-
view setup [10]. They also used their template at a lower 
resolution so as to achieve robustness and efficiency of 
captures. 

Non-template-based methods do not use models or 
predefined correspondences. Mitra and others suggested to 
use a set of frames with dense spatial and temporal data 
directly to compute the motion of a scanned object [11]. In 
[12], Sussmuth and others computed a four-dimensional 
implicit surface approximating the input point cloud 
animation and reconstructed a polygonal mesh animation in 
an as-rigid-as-possible manner. Wand and others used a 
deformable matching based on a statistical optimization for 
the simultaneous estimation of the shape and the motion [13]. 
In their following work [14], they improved its efficiency by 
separately handling the shape and the motion in the 
optimization. Most recently, Tevs and others presented a 
method that first detected a small set of landmarks commonly 
shown in the given point cloud sequences and then extended 
them to find a dense set of correspondences [15]. Those 
methods usually assume that the point cloud data have 
enough details with less noise. However, our data lack details 
and contain many noises.  
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III. Overview 

We take the sequence of the point cloud from a non-rigidly 
deforming subject as input data, as shown in Fig. 1, together 
with a polygonal surface model as a template. Because a 
human subject is our main interest, we use a general human-
surface model with 4,000 vertices, commercially available in 
[16], for the template. We might exploit a three-dimensional 
scanner to get the exact, detailed geometry from the subject. 
However, here, we consider a general scenario in which only 
the dynamically captured data are available. The template 
surface model is pre-processed so as to have linear blend 
skinning (LBS) weights for each vertex; hence, an articulated 
deformation can be applied. Figure 2(c) shows our initial 
surface model and the assigned LBS weights, where we 
segment the whole body into 17 body parts. 

The point cloud data consist of a large number of points. For 
example, the average number of points per frame is about 
32,000 in our data set. Dealing with such a large number of 
points is not efficient when attempting to perform 
manipulations on them. Thus, we process the point cloud data 
individually at each frame so that it can be represented in a 
multi-resolution manner. This process is important, otherwise 
the following processes would not be feasible because of the 
required computation time. 

To generate surface animation with the given data, our 
method consists of two separate processes: one for the first 
frame, and the other for the remaining frames, as illustrated in 
Fig. 3. We first register the template surface to the point cloud 
data at the first frame. For an effective registration, the subjects 
were asked to start each capture session with a pose similar to 
that of the template model. Additionally, we provide pairs of 
corresponding features between the template and the point 
cloud. In our experiments, we define 44 correspondences on 
the facial features, such as nose, eyes, and mouth, and boney 
landmarks of the body, such as knees, elbows, shoulders, and 
so on. 

After the first-frame registration, we sequentially generate a 
matching surface model to the point cloud at a given frame by 
deforming the surface model obtained at the previous frame.   
 

 

Fig. 1. Excerpts from the input point cloud animation data of the 
shuffle dance. Each frame consists of about 32,000 points.  

  

Fig. 2. First-frame registration: (a) point cloud data at first frame 
with 34,720 points, (b) reduced point cloud data with 
2,000 points, (c) given template surface model, and (d) 
registered surface model of first frame. 
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Fig. 3. Overview of system. 
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This per-frame registration consists of two stages: we first 
estimate the skeletal structure by computing the joint angles 
resembling the pose of the given data. The skeletal information 
is used in the application of the LBS weights to the template 
model for the generation of an initial estimate to the given 
frame. Then, we find the best per-vertex deformation of the 
surface in which the difference between the point cloud and the 
surface model is minimized while keeping the smoothness of 
the surface. 

Although the temporal coherence between consecutive 
frames is loosely considered in the skeleton estimation stage, 
there still exist artifacts of the temporal inconsistency in the 
resulting mesh animation. By exploiting the estimated skeletal 
motion, we reduce the artifacts in a post process while 
reflecting the non-rigid deformation.  

IV. Method 

1. Data Representation 

The point cloud animation data consist of a sequence of the 
point cloud. Each point cloud is captured individually at each 
frame and includes a large number of points. Among these 
points, there exists neither time coherence between frames nor 
spatial relationship, such as neighboring information at a frame. 
We denote the point cloud at a given frame t as a set 

 1 2, , ... , t
p

t t t t

N
P  p p p , where t

pN  is the number of points 
and t

ip  is the position of the ith point. The average value of 
t
pN  in our experiments is about 32,000. For estimating basic 
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surface properties, such as a normal and curvature, we store the 
indices of the closest K neighbors for each point based on the 
Euclidian distance. 

Such a large number of points slow down basic operations 
on the points, such as searching. It also makes it hard to reflect 
global features. Thus, for better efficiency and effectiveness, 
we construct a separate lower-resolution version of the data in a 
multi-resolution manner based on the method of [17] as 
follows: we first cluster a set of points such that they are close 
to each other as well as close to the 3D plane approximating 
the point distribution in the cluster. In this way, we can get a 
bigger cluster on the planar region and a smaller cluster around 
a higher curvature region. Then, by picking the point, for each 
cluster, closest to its center as a representative, we build a 
lower-resolution version of the point cloud. We denote this  

smaller version at frame t as  ˆ1 2
ˆ ˆ ˆ ˆ, , ... , t

p

t t t t

N
P  p p p  with  

ˆ t
pN  points. Our average value of ˆ t

pN  is about 2,000.  
Figure 2(b) shows the reduced point cloud at the first frame. 
We use the lower-resolution version when a rough estimate is 
adequate, such as in the early stages of the optimization, and 
use the full version when greater accuracy is required.  

The template surface model M is composed of the vertices 

and their connectivity information. For simplicity of 

explanation, the template model is assumed to be a triangular 

mesh. Then, it can be represented as a set of vertex positions 

and a set of vertex index triples representing a triangle. We 

denote the position of the ith vertex as vi, 1 ,vi N   where 

Nv is the number of vertices in the mesh, and a triple for 

triangle j as  1 2 3, ,j j j jt t tt . Each vertex i is assigned with a 

set of LBS weight values, ,i s , 1 ss N  , where ,i s  is 

the weight value of vertex i for body part s, Ns is the total 

number of body parts, and ,1
1sN

i ss



 . In our experiments, 

Ns is 17, as shown in Fig. 2(c), where different colors are used 

to indicate different parts.  

2. First-Frame Registration 

We register the template surface model M to the point cloud  
P1 at the first frame by deforming the surface. We adopt the 
optimization framework of Allen and others [2]: we first find 
the global transformation of M to have the best fit with P1. The 
global transformation is defined as a combination of translation 
and rotation followed by scaling. After the global matching, we 
optimize the local deformation at each vertex. We represent  
the local deformation at each vertex as a 3 × 4 affine 
transformation matrix, which we denote as Ai for vertex i. 

For an effective matching, we assign pair-wise feature 
correspondences between selected vertices in M and points in 

P1. We denote the set of the feature vertex indices of the surface 
and its corresponding set for the point cloud as M

jK  and ,P
jK  

respectively, where 1 ,cj N   and Nc is the total number  
of correspondences. We select 44 feature pairs for the 
correspondence in our experiments. Note that this assignment 
is done just once for the first frame. 

The global matching is performed by considering only these 
corresponding pairs. The global translation is easily found by 
computing the displacement between the center of the chosen 
vertices and that of the corresponding points. The global 
rotation is obtained by using the method of Horn [18] for the 
absolute orientation problem. Finally, we apply the least 
squares fitting to find the global scaling value. We denote the 
position of vertex i after the global transform as iv~ . 

The optimization for the local deformation is to find the  
best affine transform of every vertex that minimizes the 
combination of the following three error terms: the first is the 
data error Ed for measuring gaps between all the points and the 
surface, the second is the smoothness error Es for keeping   
the original details of the surface, and last is Ef, which is for 
reflecting the user-given corresponding features during 
optimization. Please note that we mostly follow the concept of 
the three error terms from [6]. However, we customize the data 
error term to be applicable to our point cloud data. We give a 
detailed description of the aforementioned error terms in the 
following subsections.  

A. Data Error 

The main purpose of the registration is to make the shape of 
the template model resemble the given point cloud. We can 
measure the closeness of this matching by computing the 
distances from each point to the closest surface. Because our 
template model is a triangular mesh, we first find the closest 
triangle to each point from the point cloud. For the closest 
triangle 

ict  to the point 1
ip , we can also compute the closest 

position on the triangle and represent it in its barycentric  

coordinate  1 2 3, ,
i i ic c cw w w  with the three vertices of the 

triangle. Then, the data error becomes 

 
1 23

1

1 1

p

k k
i ci ci

N
k

d i c t t
i k

E w
 

   p A v , 

where 1
pN  is the number of the points in the point cloud at the 

first frame. 

B. Feature Error 

This error is designed to reduce the distance between the 
corresponding pairs, which guides the resulting surface to have 
a contextual matching to the point cloud. This term is 
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especially necessary when the shape of both the template and 
the point cloud are not initially close enough to each other.  
By denoting the vertex index of the jth pair of the 
correspondences as M

jK  and the index of the point as 
P
jK , 

the error is defined as follows: 

2
1

1

c

M M P
j j j

N

f K K K
j

E


   A v p . 

C. Smoothness Error 

The local details can be preserved if a vertex and its 
connected neighboring vertices undergo a similar local 
deformation to each other. Thus, we measure the local change 
by comparing the difference in the affine transform matrices of 
the neighboring vertices as follows: 

2

,
1 1

v iN d

s i i k F
i k

E
 

 
  

 
  A A , 

where 
F

  is the Frobenius norm, ,i kA is the affine matrix 
of the kth 1-ring neighbor of vertex i, and di is the number of 
the 1-ring neighbors. 

D. Optimization 

Considering the above three error terms, the total error E is 
the weighted combination of them. That is, 

d d f f s sE E E E     , 

where ,d  ,f  and s  are the respective weight values. 
We run the optimization based on the conjugate gradient 
method. Initially, we assign weights only to f  and s  so 
that the model is registered globally first. After the convergence, 
we perform the optimization again with equal weights for all 
three terms. 

3. Consecutive-Frame Registration 

We use the registered model for the first frame as the new 
template model for the rest of the frames because the model is 
already specific to the subject. Our registering process consists 
of three subprocesses. We first estimate the skeletal motion for 
all the frames, which provides a good initial estimate for the 
surface. Then, we optimize the local deformation to fit to the 
point cloud data. Finally, we reduce the noise from the resulting 
surface animation by using inter-frame coherency. 

A. Skeletal Motion Estimation 

From the first frame registration, we estimate the skeletal 
structure of the subject, including the joint positions and length 
of bones. Because the skeletal motion is used for the rough 

initial estimate and for the later local registration, it is not 
required to be very accurate. For this reason, we assume that 
the skeletal structure is approximated from the given LBS 
weight values, by which the number of bones is the same as the 
number of body parts, and whereby the joint positions are 
located at the center of the boundary between the neighboring 
body parts.  

While keeping the length of the bone constant, we estimate 
the joint configuration for each frame, which is parameterized 
with the position of the root joint and rotations of all the joints. 
Starting from the second frame, we sequentially find the best 
joint configuration by altering one joint from the previous 
frame such that after applying LBS to the template surface, 
the distance between the point cloud and the surface should 
be minimized while keeping a minimal change to the 
previous frame. We exploit a gradient-based method for the 
optimization.  

B. Surface Refinement 

With the skeleton pose at a given frame, we first apply LBS 
to the template surface model to get the initial surface for the 
optimization. Then, we find the best local deformation by 
minimizing the error term, in a manner similar to that given in 
Section IV-2, with the exception of the correspondence term, 
which is only available at the first frame. 

.d d s sE E E    

C. Post Noise Reduction 

Our process of registration is basically a per-frame process, 
in which each frame is considered independently except for the 
estimation of the skeletal motion. Thus, inevitably it can lose 
inter-frame consistency, which results in a jerkiness in the 
motion of each vertex. Visually, this severely degrades the 
quality of the resulting animation. To remedy the artifacts, we 
present a noise reduction process.  

From our observations, the artifacts are more obvious when 
the motion of a vertex is different from that of its neighboring 
vertices. Borrowing an idea from multi-resolution signal 
processing, we divide the motion of a vertex into two levels: 
one is the global motion, and the other is the local motion. 
Because of the assumption of the articulated body for the 
subject, we define the global motion for each vertex as the 
motion resulting solely from the LBS-weighted skeletal motion. 
Then, the local motion can be defined as the difference 
between the computed motion and the global motion. Given 
the position t

iv  of the ith vertex of the resulting surface at 
frame t, we denote the position of the vertex obtained by only 
applying the skeletal motion to the template model as global t

iv . 
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Then, the local position local t

iv  is computed as follows: 

local globalt tt
i i i v v v . 

Because the global motion is smooth due to the smooth skeletal 
motion, we perform the temporal smoothing operation on the 
local position. We use a Gaussian filter with a kernel size of five 
frames. By doing this, we keep the global motion unchanged and 
reduce the locally abrupt movement of the vertices.  

V. Experimental Results 

We implemented the algorithm using C++ with Windows 7. 
The experiments were performed on a PC with an Intel i7 CPU 
at 3.2 GHz with 8 GB of memory. We applied our method to 
reconstruct the fast dancing motion of the actor shown in Fig. 1. 
The total number of frames is 300, and each frame consists of 
about 35,000 points. Our template surface model, as shown in 
Fig. 2, is made up of 4,000 vertices. The resulting mesh 
animation is given in Fig. 4. As explained in Section IV, we 
first estimate the skeletal motion, as shown in the middle row 
of Fig. 4. After applying the skeletal motion to the template 
surface, we refine it to fit to the point cloud, as shown in the 
 

 Fig. 4. Our experimental results. Top row: input point cloud data; 
middle row: estimated skeletal poses; bottom row: 
reconstructed mesh animation.  

 

Fig. 5. Close-up view. Input point cloud data consisting of noise 
due to occlusions during the capture. However, our 
reconstruction reduces the noise through the use of a
template model. 

 

 
 

 

Fig. 6. Reconstruction error.  
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bottom row of Fig. 4. The average processing time taken for 
each frame is about 20 seconds. The resulting movie files   
can be found at http://dasan.sejong.ac.kr/~sipark/pointcloud/. 
Because of the use of a template model, our method can reduce 
the noises existing in the original data, originating from the 
visual occlusions, during the capture session. As shown in Fig. 
5, there exist artifacts near the left armpit, which are removed 
in our reconstructed mesh animation. Additionally, the template 
surface model augments the details to the reconstructed 
animation. For example, our resulting mesh animation has 
detailed geometries around the fingers and the ears. 

Figure 6 shows the reconstruction error for all frames. The 
error is measured as the average distance between the point 
cloud and the reconstructed surface. The errors range from  
3.7 mm to 6.2 mm.  

VI. Discussion 

In this paper, we present a method for converting point cloud 
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animation data into mesh animation data. Our main idea is to 
use a template surface model with an internal skeletal structure 
for tracking and estimating the time-varying geometry of the 
articulated subject. We demonstrate the viability of the method 
by applying it to a fast dancing motion. 

Our method has several limitations. First, our method 
sequentially finds the skeletal motion by advancing the frames 
one at a time. Thus, if any failures happen in a frame, then the 
error can be accumulated in the following frames. To fix this 
problem, one possible solution is to allow the user to adjust the 
joint configuration interactively during the process, as Vlasic 
and others did in [4]. Second, the smoothness error term in the 
optimization may prevent local deformations of the surface. 
This is fine when noise exists in the input data. However, it can 
also remove desired deformations, such as wrinkles on clothes. 
Finally, we assume that the template mesh and its skeletal 
structure are given by the user. However, for more usability, it 
would be desirable if the system could estimate those data from 
the point clouds so that it can be applied to an arbitrary subject; 
for example, animals with different skeletal structures [19].  

References 

[1] D.L. James and C.D. Twigg, “Skinning Mesh Animations,””  ACM 

Trans. Graph., vol. 24, no. 3, July 2005, pp. 399–407. 

[2] S. Kircher and M. Garland, “Editing Arbitrarily Deforming 

Surface Animations,””  ACM Trans. Graph., vol. 25, no. 3, July 

2006, pp. 1098–1107. 

[3] E. de Aguiar et al., “Performance Capture from Sparse Multiview 

Video,””  ACM Trans. Graph., vol. 27, no. 3, 2008, pp. 98:1–98:10. 

[4] D. Vlasic et al., “Articulated Mesh Animation from Multi-view 

Silhouettes,””  ACM Trans. Graph., vol. 27, no. 3, 2008, pp. 97:1–

97:9. 

[5] P. Sand, L. McMillan, and J. Popovic, “Continuous Capture of 

Skin Deformation,””  ACM Trans. Graph., vol. 22, no. 3, July 2003, 

pp. 578–586. 

[6] B. Allen, B. Curless, and Z. Popovic, “The Space of Human 

Body Shapes,””  ACM Trans. Graph., vol. 22, no. 3, July 2003, pp. 

587–594. 

[7] D. Anguelov et al., “Recovering Articulated Object Models from 

3D Range Data,””  Proc. Conf. Uncertainty Artif. Intell., Banff, 

Canada, 2004, pp. 18–26. 

[8] D. Anguelov et al., “Scape: Shape Completion and Animation of 

People,””  ACM Trans. Graph., vol. 24, no. 3, July 2005, pp. 408–

416. 

[9] A.M. Bronstein, M.M. Bronstein, and R. Kimmel, “Generalized 

Multidimensional Scaling: A Framework for Insometry-Invariant 

Partial Surface Matching,””  Proc. National Academy Sci., vol. 103, 

no. 5, 2006, pp. 1168–1172. 

[10] H. Li et al., “Robust Singleview Geometry and Motion 

Reconstruction,””  ACM Trans. Graph., vol. 28, no. 5, Dec. 2009, 

pp. 174:1–175:10. 

[11] N.J. Mitra et al., “Dynamic Geometry Registration,””  Proc. 

Eurographics Symp. Geometry Process., Barcelona, Spain, 2007, 

pp. 173–182. 

[12] J. Sussmuth, M. Winter, and G. Greiner, “Reconstructing 

Animated Meshes from Time-Varying Point Clouds,””  Proc. 

Symp. Geometry Process., Copenhagen, Denmark, 2008, pp. 

1469–1476. 

[13] M. Wand et al., “Efficient Reconstruction of Non-rigid Shape and 

Motion from Real-Time 3D Scanner Data,””  ACM Trans. Graph., 

vol. 28, no. 2, Apr. 2009, pp. 15:1–15:15. 

[14] M. Wand et al., “Reconstruction of Deforming Geometry from 

Time-Varying Point Clouds,””  Proc. Symp. Geometry Process., 

Barcelona, Spain, 2007, pp. 49–58. 

[15] A. Tevs et al., “Animation Cartography – Intrinsic Reconstruction 

of Shape and Motion,””  ACM Trans. Graph., vol. 31, no. 2, Apr. 

2012, pp. 12:1–12:15. 

[16] CGHuman, CGCharacter, 2013. Accessed Aug. 26, 2013. 

http://www.cgcharacter.com/cghuman.html  

[17] M. Pauly, L. Kobbelt, and M.H. Gross, “Multi-resolution 

Modeling of Point-Sampled Geometry,” ETH CS Technical 

Report, no. 373, 2002. 

[18] B. Horn, “Closed-Form Solution of Absolute Orientation Using 

Unit Quaternions,””  J. Opt. Soc. America, vol. 4, no. 4, Apr. 1, 

1987, pp. 629–642. 

[19] M. Sung, “Fast Motion Synthesis of Quadrupedal Animals Using 

a Minimum Amount of Motion Capture Data,” ETRI J., vol. 35, 

no. 6, Dec. 2013, pp. 1029–1037. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



ETRI Journal, Volume 36, Number 6, December 2014 Sang Il Park and Seong-Jae Lim   1015 
http://dx.doi.org/10.4218/etrij.14.0113.1181 

Sang Il Park received his PhD degree in 

computer science from the Korea Advanced 

Institute of Science and Technology, Daejeon, 

Rep. of Korea, in 2004. After working for about 

two years as a postdoctoral fellow at Carnegie 

Mellon University, Pittsburgh, PA, USA, and 

then at the National Institute of Advanced 

Industrial Science and Technology, Tokyo, Japan, he is currently 

affiliated with the Department of Digital Contents, Sejong University, 

Seoul, Rep. of Korea, as an assistant professor. His primary research 

interests are synthesizing character animation and visually simulating 

natural phenomena. 

 
Seong-Jae Lim received his PhD degree in 

information and communication engineering 

from the Gwangju Institute of Science and 

Technology, Gwangju, Rep. of Korea, in 2006. 

From 2004 to 2005, he was with the University 

of Pennsylvania, Philadelphia, USA, as a visiting 

scholar at the Medical Image Processing 

Laboratory. He is currently a senior researcher of the Creative Content 

Research Laboratory, Electronics and Telecommunications Research 

Institute, Daejeon, Rep. of Korea. His primary research interests are 

sensor-based human modeling, deformation, and animation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 


	I. Introduction
	II. Related Work
	III. Overview
	IV. Method
	V. Experimental Results
	VI. Discussion
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [1200 1200]
  /PageSize [612.000 792.000]
>> setpagedevice


