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In particular, for a practical mobile robot team to 
perform such a task as that of carrying out a search and 
rescue mission in a disaster area, the network connectivity 
and localization have to be guaranteed even in an 
environment where the network infrastructure is 
destroyed or a Global Positioning System is unavailable. 
This paper proposes the new collective intelligence 
network management architecture of multiple mobile 
robots supporting seamless network connectivity and 
cooperative localization. The proposed architecture 
includes a resource manager that makes the robots move 
around and not disconnect from the network link by 
considering the strength of the network signal and link 
quality. The location manager in the architecture supports 
localizing robots seamlessly by finding the relative 
locations of the robots as they move from a global outdoor 
environment to a local indoor position. The proposed 
schemes assuring network connectivity and localization 
were validated through numerical simulations and applied 
to a search and rescue robot team. 
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I. Introduction 

Multiple cooperative mobile robots performing search   
and rescue missions in disaster areas always require 
communication links to the human operator located at a remote 
station. However, the network infrastructure constructing the 
communication link is often destroyed in disaster areas; thus, a 
multi-hop mesh network connecting all robots and the operator 
station is needed for maintaining the link connectivity. In a 
multi-hop mesh network where the link environment is poor, 
the network configuration and routing of mobile robots are 
very important issues to guarantee the quality of service (QoS) 
of the communication link.  

Addressing these issues, J. Fink and others [1]–[2] proposed 
a k-connectivity method and resolved the end-to-end network 
connectivity problem using a probabilistic approach. In the 
DARPA LANdroids project [3], a self-configuring network 
scheme was developed, where the global network connectivity 
is maintained even in the case of a local connection failure.   
L. Sabattini and others [4]; S. Zickler and M. Veloso [5]; M.M. 
Zavlanos and others [6]; and N. Bezzo and others [7] analyzed 
the graph theoretical connectivity in mobile robot networks and 
developed optimization-based connectivity control methods. 
However, most previous approaches assumed that the network 
was connected within a fixed range of communication and that 
it relied on direct line-of-sight signals. Moreover, they used 
only the distance data between robots, which may not reflect 
the network connection information reasonably. In indoor or 
dynamic environments, a multi-path problem typically occurs; 
thus, the range information may become irregular. Therefore, 
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the network connection might fail in a real environment. 
On the other hand, while the mobile robots are monitored 

and controlled by the remote operator station, it is important to 
know their locations. In real environments such as disaster 
areas, however, a GPS is often unavailable and an alternative 
localization method is required for multiple robots to perform a 
search and rescue mission successfully. The dead reckoning 
(DR) approach using self-contained sensors including an 
encoder, a gyroscope, and a magnetometer is one of the 
candidates, but position errors are accumulated as time passes. 
Therefore, the wireless positioning approach has been typically 
used as an alternative.  

N. Efatrnaneshnik and others [8] proposed a cooperative 
positioning system (CPS) for automobiles based on ranging 
and range-rate measurements from a vehicular ad hoc network, 
and R. Parker and others [9] proposed CPS for vehicles 
utilizing the received signal strength indicator (RSSI). However, 
since the position accuracy in the above methods is poor, it   
is hard to apply them to cooperative multi-robot systems.    
R. Kurazume and S. Hirose [10] developed CPS for robots 
using the angle of arrival (AoA). However, an array antenna 
for AoA should be installed at a fixed point with a fixed 
direction; thus, it is inadequate for localizing multiple mobile 
robots in unstructured dynamic environments, such as disaster 
areas. 

This paper proposes the new collective intelligence network 
management architecture (CINeMA) of multiple mobile robots 
supporting seamless network connectivity and cooperative 
localization. The proposed architecture includes a resource 
manager that activates the robots so they do not disconnect 
from the network link by considering the RSSI and Link 
Quality Indicator (LQI). The robots are then driven to move 
around inside the safety region, maintaining global link 
connectivity even during a local connection failure. 

The location manager in the architecture supports localizing 
robots by finding their relative locations as they move from    
a global outdoor environment to a local indoor position. The 
location manager uses a CPS based on the two-way ranging 
(TWR) technique. In the proposed TWR-based CPS, each non-
localized mobile robot finds its position using bilateral range 
measurements of the nearby localized mobile robot. By 
employing a chirp spread spectrum ultra-wideband modulation 
technique, TWR measurements with an accuracy of less than 1 
m can be achieved. The localized mobile robots with a GPS act 
as anchors and support the localization of mobile robots in the 
GPS-shadow region, such as in an indoor environment.  

The rest of this paper is organized as follows. A collective 
intelligent robot system (CIRoS) architecture is given in 
Section II. In Section III, a radio map–based seamless routing 
scheme is introduced. Section IV describes the TWR-based 

localization scheme. In Section V, the seamless routing and 
cooperative localization schemes are validated through 
numerical simulations, and Section VI describes their 
application to a search and rescue robot team. Finally, Section 
VII provides some concluding remarks. 

II. CIRoS System Architecture 

Generally speaking, multiple mobile robots cooperate 
together to achieve a common goal in a collective intelligent 
way, while sharing a common workspace. The overall goal-
archiving software for collective intelligence typically handles 
a vast amount of functional data; thus, it requires several levels 
of software components to be combined, such as the behavior 
level, task level, and service level. We propose a layered 
software architecture that manages collective intelligent data, 
called CIRoS architecture, as shown in Fig. 1. 

At the bottom of Fig. 1, the hardware abstraction layer and 
standard robot infrastructure layer construct the basic software 
framework of robots represented by Open Platform Robotic 
Services (OPRoS) [11]. The Collective Intelligence Network 
Management Layer supports a dynamic ad hoc mesh network 
configuration and efficient management under the conditions 
and information of the corresponding network. The Collective 
Intelligence Service Management Layer manages the goal-
achieving process and allocates tasks to provide collective 
intelligence services such as remote operation, maintenance, 
formation control, and fault prediction. Here, we describe the 
Collective Intelligence Network Management Layer in more 
detail. 

Collective intelligence network management layer. A collective 
intelligence network uses various kinds of networks such as 
WPAN and WLAN. In addition, there are many clusters, each of 
which corresponds to various robot teams. Thus, a special 
middleware that can integrate them is necessary. We suggest a 
middleware called CINeMA, which supports a dynamic ad hoc 
mesh network configuration and efficient management under the 
conditions and information of the corresponding network. 
CINeMA consists of a network configuration manager (NCM) 
to configure the total network system; a location manager (LM) 
to acquire and control the positions based on networks; a 
topology manager (TM) to manage the routing table; a traffic 
manager (TRM) to monitor the network traffic; and a resource 
manager (RM) to manage the resources of the network, predict 
network failures, and generate a redundancy path for the fault 
tolerance of the link, as shown in Fig. 2. 

III. Radio Map–Based Seamless Routing Scheme 

The RM in CINeMA is intended for a cooperative routing 



264   Chang-Eun Lee et al. ETRI Journal, Volume 37, Number 2, April 2015 
http://dx.doi.org/10.4218/etrij.15.2314.0139 

 

Fig. 1. CIRoS architecture: area within the dotted red line indicates key layers for collective intelligence functions. 
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Fig. 2. Components of CINeMA. 
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robot system (CRRS) that maintains the network connectivity 
from the operation station to the front-end working robot. This 
system behaves as an autonomous reactive mobile router 
where robots dynamically move in response to the strength of 
the networking signal and the quality of the link among the 
cooperative robots. The algorithm used to establish a seamless 
global communication is composed of two steps. In the first 
step, the communication links are monitored and a network 
disconnection is predicted by analyzing the RSSI and LQI 
among the cooperative robots. Then, in the second step, the 
robots are driven to move around the safety region maintaining 

the global link connectivity by using a virtual force model 
assisted by the extended Kalman filter (EKF) [12] and k-
Nearest Neighborhood (k-NN) methods [13], even in the case 
of a local connection failure. 

1. CRRS 

In CRRS, a link path from the remote operator station to the 
front-end robot is established through cooperation of multiple 
mobile robots even in an environment where a network 
infrastructure is absent or damaged. To accomplish a given  
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Fig. 3. CRRS process. 
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mission successfully, the routing robot team working as an 
autonomous reactive mobile router should maintain the quality 
of the communication link to assure seamless network 
connectivity. The whole process of the CRRS is composed of 
the following steps. In the first step, the CRRS must 
periodically monitor the communication links and estimate the 
robot positions and radio environment factors. Then, in the 
second step, the CRRS generates a radio map to predict a 
network disconnection by analyzing the RSSI and LQI among 
the cooperative robots. Finally, the robots are driven to move 
around the safety region using a deployment algorithm to 
maintain the global network connectivity. The whole process of 
the CSSR is shown in Fig. 3. 

2. Network-Connection Model 

To predict a network disconnection, we propose a network-
connection model on the basis of the RSSI and LQI among 
cooperative routing robots, as shown in Fig. 4. The network-
connection area is classified into the following four regions 
according to the RSSI value of the robot: close, safe, 
monitoring, and emergency. Network connectivity is assured 
when one of the other routing robots exists inside a close or 
safe region. When any robot inside of a safe region moves to 
the monitoring region, its location is allocated by the 
deployment algorithm to maximize the network connectivity. 
When any robot is absent inside the monitoring region but    
a robot is in the emergency region, the RM notifies a 
disconnection alarm to the robots and operator. 

LQI implies the quality measurement of a received packet, 
and has a value in the range of decimal zero to 255. The IEEE 
802.15.4 standard requires that the desired packet error rate be 
1% or less to communicate between nodes. To satisfy this 
requirement, the minimum LQI threshold is 100 [14]. 
Therefore, if the value of LQI is under 100, then the area is 
remodeled as the emergency region. When LQI is low and 
RSSI is high, the area is remodeled as the monitoring region  
to avoid obstacles because this state indicates that there are 
obstacles near the robot. 

 

Fig. 4. Network-connection model based on RSSI. 
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Table 1. Slope indexes in log-distance path loss model. 

Environment Slope index (n) 

Free space 2 

Urban area 2.7–3.5 

Shadowed urban area 3–5 

Indoor LOS (line of sight) 1.6–1.8 

Indoor no LOS 4–6 

 

 

3. Estimation of Radio Environment 

To predict the possible area where a robot with an explore 
mode can move freely, the radio map generated by multiple 
robots should be estimated. The estimation process is described 
as follows: 
1) Propagation model: a propagation model represents the log-

distance path loss model in a radio environment. 

 dBm 0 010 log (|| ||) / ,i jP L n r r d          (1) 

where L0 is the measured loss power at 1 m between robots, 
ri is the position of the ith robot, rj is the position of the jth 
robot, d0 is a reference distance (1 m), n is the slope index, 
and   is drawn from a Rayleigh or Rician distribution. 
Generally, the slope index grows bigger in the obstacle 
environment, as shown in Table 1. 

2) Slope index estimation: state variables in the radio-
propagation dynamic system are composed of the positions, 
velocities, and slope indexes of robots. The system dynamics 
and state vector are represented by the following equations. 

1

T
, , ,

,

,, , , , ,

k k k

xi xi yi yi xj xj yj yj

A w

r r r r n

  

   

x x

x v v v v
      (2) 

where v is the velocity of each robot, wk is white Gaussian 
noise, xk is the state vector at time k, and A is a state 
transition matrix. From the system dynamics given in (2), 
the system measurement function is modeled with the 
relative distance and RSSI between robots, and is 
represented as follows: 
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where h(∙) is the nonlinear vector of the measurement, vk is 
white Gaussian noise, ||∙|| is the Euclidean distance between 
robots, n is the slope index, and L0 is the measured loss 
power at 1 m between robots. To measure the relative 
distance and RSSI, we adapted the EKF process on the basis 
of the nonlinear characteristics. The designed EKF process is 
conducted in each of the neighboring robots.  

3) Radio map generation and deployment: after the EKF 
process, the CRRS generates a radio map to predict a 
network disconnection by analyzing RSSI and LQI among 
the cooperative robots. For this, we propose a radio map 
generation method on the basis of a nonparametric 
estimation approach for the density estimation of the radio 
environment in disaster areas, which is called the k-NN 
method. The whole process of the radio map generation is 
composed of the following steps. In the first step, a grid 
point of the radio map finds the nearest robot among 
cooperative robots by measuring the shortest distance 
between the grid point and robots. Then, that grid point of 
the map is assigned to the same slope index of the nearest 
robot, as shown in (4). In the second step, the radio map is 
generated by integrating the estimated RSSI value of all grid 
points, as shown in (5). 
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where p is each grid position on the radio map, ri is the position 
of the robot, and d(∙) is the distance between the grid position 
and the robot. In addition, y(∙) is the function for selecting the 
slope index at position p, and OFFSET is a system parameter, 
which has a constant value.  

Finally, the robots are driven to move around the safety 
region using a deployment algorithm to maintain the global 
network connectivity. The robots are aware of the region they 
belong to and change their task accordingly. The virtual force 
model–based deployment algorithm between the region and 
action mode is as follows: 
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where based_rssi ijd  is the distance between the ith and jth robots 
calculated from RSSI, as shown in (7). 

/10
based _ rssi  λ / 4π 10 ,L n

ijd              (7) 

where λ is the wavelength of the signal, L is the path loss, and n 
is a slope index of the path loss. In (6), the distance between the 
ith and jth robots using the location sensor is represented by 

based_dist ;ijd  the minimum distance between robots without a 
collision by based_MAXrssi ;ijd  a position vector of a robot by v; 
and the practicable distance during one term by MAXDIST.  

The calculated Fij is used to determine the positions of the 
cooperative robots as follows: 

 1    MAXDIST.i i ij
j

F  v v           (8) 

When the signal strength among robots is too strong, the 
negative force input commands the robot in the nearby region 
to avoid a collision with other robots. On the other hand, in the 
case where the signal strength is too weak, the positive force 
input commands the robot to follow the other robots. 

IV. TWR-Based CPS 

The location manager in the CINeMA supports localizing 
robots by finding their relative locations while moving them 
from a global outdoor environment into a local indoor position. 
The location manager uses a CPS based on the TWR 
technique. In the proposed TWR-based CPS, each non-
localized mobile robot finds its position using the bilateral 
range measurements of the nearby localized mobile robot.  

The process to establish a seamless global positioning is 
composed of the following steps. In the first step, the operation 
mechanism of the TWR-based CPS is introduced. Then, in   
the second step, the performance of the TWR-based CPS is 
enhanced by suggesting the position quality indicator, which 
represents the position accuracy for minimizing the accumulated 
position error, and the formation control protocol for maintaining 
a good geometry that improves the position accuracy. 

1. Cooperative Positioning Robot System 

The TWR-based CPS consists of a base station and mobile 
nodes, which are tags or anchors. The base station initiates and 
coordinates the network and sends anchor lists to the available 
tag. If the tag receives a start command, then it measures    
the TWR with anchors in the anchor lists and returns the 
measurements, such as the position and distance to the base 
station. The anchor is located in the known position and 
responds with a message received from the tags. The benefit of 
TWR-based CPS is that this system can maintain a good 
geometry using a few robots located in the known position.  
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Assume that some robots located in an outdoor area know their 
positions using a GPS and each of the robots moves forward 
into the indoor area. Then, the base station sets these as anchors 
and drives them so they do not move. Some robots that call a 
tag then move forward into an indoor area and acquire their 
positions from the anchor. In the next turn, the tags and anchors 
in an indoor area exchange their role inversely. Iterating these 
processes, the proposed TWR-based CPS localizes their 
positions, whereas the robots are moved from a global outdoor 
position into a local indoor position, as shown in Fig. 5. 

2. Error Propagation and Location Propagation Indicator 

As a tag localizes its position with anchors, the position error 
of the anchor propagates to the tag, and the position error of the 
tag accumulates the position errors of the anchor. To minimize 
the effect of error propagation, the location propagation 
indicator (LPI) enables the TWR-based CPS to select the best 
anchor lists for improving the position accuracy of the tag. To 
analyze the characteristics of the error propagation, the position 
error covariance of the tag, which represents the error density 
in the three-dimensional plane, is derived from the geometrical 
placement and position error covariance of the anchors. 
Assuming the three-dimensional position error vector (which 
consists of x, y, and z axes) of the ith anchor to be wi, the 
position covariance matrix of the ith anchor, ,i  is 

TE[ ],i iw w  where E[·] is the expectation operator. Figure 6 
shows a scenario in which the tag localizes its position from the 
anchors localized by a GPS. The position error propagation 
increases in proportion to the inner product of the directional 
cosine vector and the position error vector of the anchor. 
Directional cosine vector hi is the vector whose direction is 
from the anchor to the tag, and its norm is unity. 

To formulate the position error propagation in TWR-based 
CPS, the ranging error, which represents the distance error 
density propagation T ,i ih w  is visualized in Fig. 7. 

A tag performs TWR with other anchors. Since the position 

 

Fig. 6. Location error propagation of a mobile node. 
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Fig. 7. Range error propagation of a mobile node. 
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error of the anchor is not zero, the ranging error increases 
because of an imperfect system model, which means that the 
acquired ranging measurement differs from the nominal 
distance between the tag and the estimated position of the 
anchor. This difference is given by the inner product of the 
directional cosine vector hi between the tag and ith anchor. In 
addition, hi from the ith anchor is written as 

T

, , ,i i i
i

i i i

x x y y z z

r r r

   
    
 

h        (9) 

where x, y, and z are the positions of the tag; xi, yi, and zi are  
the positions of the ith anchor acquired from a GPS, and 

2 2 2 ( ) ( ) ( ) .i i i ir x x y y z z      A TWR measurement 

that represents the relative distance between the tag and ith 
anchor is then represented as follows: 

2 2 2 T ( ) ( ) ) ,(i i i i i i ix x y y z z v       h w   (10) 

where vi is the measurement noise with variance σ2. The 
covariance between the ith and jth range measurements, which 
means the relative power of the noise, is calculated as below: 
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  Using this information, and assuming the errors of the 
ranging measurement are independent and identically 
distributed, the covariance matrix of the Nth ranging 
measurement is derived as follows: 
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where IN is an identity matrix of dimension N by N. The 
location of the tag is acquired from the following formula: 

T 1 1 T 1( ) .H H QHQ    x r            (13) 

In this case, the location covariance matrix is calculated as  
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In succession, since the position of the tag is known, this 
terminal can be changed into an anchor with position covariance 
γ1. In this case, assume that another tag enters further indoor than 
the previous tag. The tag can then be localized through TWR. 
The ranging covariance of this system can be written as  
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    (15) 

To explain the quantity of the error propagation, the location 
error propagation matrix is a necessary and sufficient condition 
and can be derived from the ranging error propagation matrix 
Q. On the other hand, this indicator complicates the 
calculations, as it needs all covariance matrices from the 
anchors that are involved in the localization. For this reason, 
this method will be impractical in a real system.  

Therefore, this paper suggests the use of an LPI. If the 
mobile node localizes its position using GPS, then the LPI is 
zero. In addition, if the location is calculated from other 

anchors, then its LPI is one more than the maximum of the LPI 
values of the anchor used for positioning. This simple indicator 
shows that the greater LPI means a greater probability of 
having a large location covariance matrix. LPI is calculated 
simply, while less information is given compared to the 
location covariance matrix. On the other hand, the system 
using LPI works well in real applications. The position 
accuracy is enhanced using measurements from a low LPI or 
by not using measurements from a high LPI.  

In the TWR-based CPS, the tag calculates its position with 
fixed anchors. If a tag has to move out of the workspace, then the 
location error grows more as the tag moves farther. In general, 
the root mean square (RMS) error of the tag position is a convex 
curve, which means that the RMS error increases faster as the tag 
moves out of the workspace as compared with a linear increase. 
This implies that if the final destination is far from the workspace, 
then moving directly to the goal is not the best scenario for the 
TWR-based CPS. This is verified in Section V. 

V. Simulation Results 

In this paragraph, the seamless routing and cooperative 
localization schemes are validated through numerical 
simulations. In the first section, the seamless radio map–based 
routing scheme is verified by analyzing its performance based 
on the comparison results of the conventional approach, which 
in turn is based on the distances between multiple robots. In the 
following section, two moving scenarios for TWR-based CPS 
are compared in terms of the final location error. 

1. Simulation for Radio Map–Based Seamless Routing Scheme 

The results of the conventional approach, which is based on 
the distances between multiple robots, are compared to those of 
the proposed approach in a computer simulation. The 
simulation results of the suggested network-connection model 
using the RSSI in a multi-robot system are illustrated with 
connectivity among the robots. A front-end tank robot (TBOT) 
randomly moves, and another robot is driven by each approach. 
The results are shown in Fig. 8. 

As shown in Fig. 8(a), a routing robot seems to follow the 
TBOT at regular intervals in all approaches, but in reality, it 
does not. If the strength is under –20 dB, then the network for 
communication is regarded as a disconnection. In Fig. 8(b), the 
network was disconnected in the conventional approach based 
on distance. Furthermore, the disconnection increased with  
the slope index, which reflected the level of the multipath 
environment. In a multipath environment, the distance-based 
approach is not stable. On the other hand, our proposed 
approach provides a reliable network, because the robot 
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Fig. 8. Simulation results: (a) result of estimate distance and (b) 
RSSI result between robots after each approach is applied.
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previously moves inside a safety region when it predicts a 
disconnection of the network. 

2. Simulation for TWR-Based CPS Scheme 

The location error in the final destination in TWR-based 
CPS is influenced by the way the formation control is 
conducted. Figure 9 shows several types of formation controls 
of the anchors and tags. In scenario 1, node 5 moves directly to 
the final destination. In scenario 2, the positions of tags 6 and  
7 are calculated, and tag 5 then localizes with the ranging 
measurements from mobile nodes 1, 2, 6, and 7.  

The tag position and anchor geometry have an effect on the 
location error of the tag. On the other hand, the error density for 
the tag increases nonlinearly. In the initial state, the workspaces 
of scenarios 1 and 2 are equal. On the other hand, scenario 2 
moves mobile nodes 6 and 7 to move the anchor geometry. A 
comparison of scenarios 1 and 2-2 clearly show that scenario 1 
will cause twice the errors than scenario 2-2. On the other hand, 
error propagations are caused by mobile nodes 6 and 7 in 
scenario 2-1. If the error propagations from mobile nodes 6 and 
7 are small, then scenario 2 will show a smaller number of  

 

Fig. 9. Scenario of two TWR-based CPSs. 
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Fig. 10. Simulation results for scenario 1 (moving the tag only).
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Fig. 11. Simulation results for scenario 2 (moving the tag and 
workspace together). 
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position errors. 

We assume that the measurement distance error is 0.1 m 
because of UWB resolution, and the simulation was repeated 
90,000 times. Figures 10 and 11 show that in scenario 1, the 



270   Chang-Eun Lee et al. ETRI Journal, Volume 37, Number 2, April 2015 
http://dx.doi.org/10.4218/etrij.15.2314.0139 

standard deviation of the location error is 0.25 m, and in 
scenario 2, the standard deviation of the location error is 0.16 m. 
These results imply that the position accuracy of a tag is 
improved if both the tag and the workspace move together. 
TWR-based CPS could modify the positions of anchors by 
mode change. Therefore, this paper shows that our proposed 
TWR-based CPS mitigates the tag-position error by 36% when 
compared to conventional TWR-based systems. 

VI. Integration of Search and Rescue Robot Team 

For a practical mobile robot team carrying out a search and 
rescue mission in a disaster area, two missions were allocated 
by CINeMA as follows. The first mission is to search for the 
object/human target through a tele-operation of the front-end 
robot, which includes a camera; and the second mission is to 
maintain seamless network connectivity through autonomous 
reactive mobile routers, which consist of a laser range finder 
(LRF), a laptop, and a network board. The LRF is used to 
avoid obstacles, and our CINeMA middleware is operated on 
the laptop. The network board consists of WLAN and WPAN 
(ZigBee and UWB) modules. The WPAN module is used   
to find the route to the communication link, and WLAN is used 
to transfer high-capacity data, such as a video stream. The 
experimental setup is shown in Fig. 12. The map was 
generated by robots using simultaneous localization and 
mapping in advance. The size is approximately 80 m × 30 m. 
Two experiments were conducted and are explained as follows: 
■ Test I: confirm the tele-operation between a human (ROC) 

and front-end robot, as shown in Fig. 12(a). The exploration 
robot moves to the position of the red flag from the initial 
position near the ROC, and continuously transmits the 
captured video to the ROC. Other robots connect the human 
with the exploration robot. The routing robots relay the data 
and estimate the radio environment to predict a network 
disconnection between the human and robot. 

■ Test II: confirm cooperative radio map generation (see    
Fig. 14(b)). There are obstacles and a wall between the 
robots. The robots generate a radio map to find the area in 
which communication is possible. 
The results of Test I show that the exploring robot was 

continuously tele-operated from the ROC, which acquired a 
remote video and the positions of the robots. When the robots 
predicted the disconnection of the network, the robot notified 
the ROC and other robots of the warning. The user could 
control the robot and confirm the state of the network. The 
results of the experiment are shown in Fig. 13. 

The ROC displays the remote video and positions, as can be 
seen in Fig. 13(a). The red circle in Fig. 13(b) indicates that the 
network connection between robots was considerably poor and  

 

Fig. 12. Experimental composition: (a) Test I; (b) Test II; (c)
network board consisting of WLAN and WPAN
module; (d) remote operator center (ROC) acquiring the
video stream and controlling the remote multi-robots;
and (e) routing robots autonomously moving during
moving mode. 
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Fig. 13. Experimental results of Test I. 
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there were robots in the emergency region. The robots changed 
into the router and simply relayed the data between the ROC 
and the exploring robot. The yellow circle in Fig. 13(c) is the 
monitor mode. The robot did not move because the radio signal 
changed rapidly because of moving the exploring robot. The 
blue circle in Fig. 13(d) means that it was possible to 
communicate with other robots within the specific region, and 
the robot was in explorer mode. The sizes of the circles were 
different because the radio environment was different. 

The estimated states of the radio environment are reflected   
in Fig. 14. This figure shows the results of Test II. In the 
experiment, the six robots were placed as shown in Fig. 14(a). 
The robots sent and received a radio signal to each other. The 
result of Fig. 14(d) is the map generated by each robot. They 
simply show the local coverage and those robots that are   
able to communicate. As an example, Fig. 14(d-iv) shows that 
robot 4 can communicate with the nearest-right and nearest- 
left robots. The regions of the black boxes indicate that the 
communication is impossible, and there are obstacles or walls 
in the area. Figure 14(b) shows that the result of using previous 
approaches is simply the sum of the coverage of the individual 
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Fig. 14. Experimental results of Test II: (a) real map with wall
and obstacle; (b) radio map using a previous method;
and (c) a map using our proposed method. Region of the
black boxes is the disconnection area of the network.
Map of (d) is generated by each robot of (1)–(6), and “x”
is the position of another robot 
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robots, and that these previous approaches did not reflect useful 
information between the robots. Figure 14(c) shows our 
proposed multiple maps matched using k-NN. As a result, they 
can give the user a significant amount of information, including 
the global coverage of the communication and the approximate 
positions of the obstacles without specific sensors. As a result, 
the mean squared error of the estimated values is 
approximately 3 dB. 

VII. Conclusion 

For a practical mobile robot team carrying out a search and 
rescue mission in a disaster area, this paper introduced the  
new collective intelligence network management architecture 
(CINeMA) for multiple mobile robots supporting seamless 
network connectivity and cooperative localization. The 
proposed architecture supports a radio map–based seamless 
routing scheme that makes the robots move around a safe 
region while maintaining global link connectivity by predicting 
both the strength of the networking signal and the quality of 
links among the cooperative robots. It also provides a TWR-
based CPS scheme that makes the non-localized mobile robot 
find its position using a two-way range technique to the 
localized mobile robot nearby while moving multiple robots 

from the good Global Positioning System (GPS) region, such 
as an outdoor environment, to a GPS-shadow region, such as 
an indoor environment. The proposed seamless routing and 
cooperative localization schemes were validated through 
numerical simulations. As a result, CINeMA helps multiple 
cooperative robots conduct a search and rescue mission 
successfully even in an environment in which the network 
infrastructure is destroyed or a GPS is unavailable. In addition, 
it provides network resource information such as the radio 
environment map and approximate positions of the obstacles 
and robots without specific infra-structure sensors. 
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