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A video summary abstracts the gist from an entire video
and also enables efficient access to the desired content. In
this paper, we propose a novel method for summarizing
news video based on multimodal analysis of the content.
The proposed method exploits the closed caption data to
locate semantically meaningful highlights in a news video
and speech signals in an audio stream to align the closed
caption data with the video in a time-line. Then, the de-
tected highlights are described using MPEG-7 Summariza-
tion Description Scheme, which allows efficient browsing of
the content through such functionalities as multi-level ab-
stracts and navigation guidance. Multimodal search and
retrieval are also within the proposed framework. By in-
dexing synchronized closed caption data, the video clips are
searchable by inputting a text query. Intensive experiments
with prototypical systems are presented to demonstrate the
validity and reliability of the proposed method in real ap-
plications.
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. INTRODUCTION

With the increasing rate of growth of digital video data, more
and more interest is being focused on efficient access to desired
contents. For the past few years, there have been a lot of R&D
activities on related issues such as video analysis, representa-
tion, and browsing on the basis of the content [1]-[7]. Video
summaries, in which the entirety of a video is abstracted by a
gist, result in very compact representation of the video without
losing essential contents. A video summary enables efficient
browsing as well as a fast overview of the original contents by
reducing the costs spent on such tedious operations as fast-
forward and rewind. In this aspect, video summarization is
popularly regarded as a good approach to the content-based
representation of videos.

In general, the existing methods for summarizing video can
be classified into one of the following classes according to their
styles: static summary [1]-[3] and dynamic summary [4]-[6]. In
a static summary (e.g., simple or more complicated presenta-
tion organized with key frames, shot mosaic), a small number
of images are arranged to represent the video. On the other
hand, a dynamic summary is a video synopsis of greatly
reduced duration, which means a dynamic summary is made
up of key segments or clips rather than key frames. Most ap-
proaches for video summarization that have appeared in the lit-
erature are based on a static style. However, a dynamic style
summary is thought to be more comprehensive to users in the
sense that it still keeps the audio and motion dynamics.

A critical aspect of summarizing a video in a dynamic style is
semantic analysis, which is the key to choosing highlight seg-
ments to be contained in the summarized video. Generally, im-
plementing a system of tailoring a dynamic summary in a
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purely automated way is regarded as a very difficult task be-
cause there is a large gap between low-level features and high-
level semantics even with the current state-of-the-art technol-
ogy. Therefore, most of the existing studies resort to their own
strategies applicable to some specific domains of video data:
news, documentaries, sports, and so on.

In this paper, we propose a novel method for automatic
summarization of TV broadcast news videos, and show its ap-
plicability in practice. When dealing with news video, first of
all, a summary should be able to concisely deliver the reporting
of each news item to provide fast overview of the given news
video. To do this, it is highly desirable to abstract the news pro-
gram in a well-structured form by the unit of each news item
while preserving semantic information in it. In this sense, the
closed caption (CC) provided with a news video can serve as
useful media for summarizing the video since it is rather easy
to capture semantics automatically from textual information
given by CC data. In the proposed approach, we use CC data
as a key source for semantic information and speech signal in
audio track for synchronization between the CC text and video.
Additionally, shot boundaries are detected for visual indexing
of the video.

In order to store and deliver the information on the tailored
summaries, an effective and interoperable scheme should be
used. This paper also presents the description of the summaries
based on the MPEG-7 Summarization Description Scheme
(DS) [8], [9], which was refined partially by our earlier works
on MPEG-7. Although we focus on summarization of news
videos and the associated applications of browsing and naviga-
tion, we also utilize CC data for the text-based indexing and re-
trieval within the same framework. More specifically, the sys-
tem to be presented indexes the CC data for providing multi-
modal search where relevant video clips are retrieved by que-
ries in textual format.

In Section II, we briefly overview our approach to news
video summarization and indexing. Then, we present the de-
tails of the system architecture and implementation of the pro-
posed method in Section III. An explanation is also made on
how the generated summary is described on the basis of
MPEG-7 Summarization DS. In Section IV, we show the fea-
sibility of the proposed system through experiments. Finally,
conclusions are presented in Section V.

II. NEWS VIDEO SUMMARIZATION

In dynamic summarization, semantic analysis is essential to
extract highlight segments that involve semantically meaning-
ful portions of the given video as well as video structure extrac-
tion. While many works have been done in the context of con-
tent-based indexing to provide ways of extracting news video
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structures, mainly by detecting anchor person shots [10], [11],
extraction of high-level semantics is still a highly difficult task.

In summarizing a news video, the following two characteris-
tics are noteworthy. A news video is presented in a very struc-
tured way to be easily understood by many viewers. Moreover,
in a news video, the most important pieces of information,
which are semantic in essence, are delivered in voices rather
than in images. This means that we need to focus some of our
effort on speech understanding for news video summarization.
Some papers have proposed to automatically generate the tran-
script of a video by speech recognition so that some keywords
could be located to get into a video skim afterward [4]. How-
ever, the transcript generation only with an audio channel is a
rather difficult task. Moreover, its reliability is also doubtful for
the time being due to the limited performance. In this sense,
CC data conveying speech information in textual forms are
very utilizable. In nearly all news videos currently being broad-
casted in Korea, CC data is also provided with the video itself
in an undisclosed way. Some researchers have utilized CC data
in news video indexing under the assumption that the available
CC data is synchronized with the video [12], [13]. However,
the assumption is not true in many cases. Therefore, it is neces-
sary to make temporal alignment between both media.

In our method, CC data is utilized in speech recognition to
reduce computational complexity while considerably enhanc-
ing the reliability. Speech recognition is adopted just for align-
ing the words in the CC text with those in the real audio chan-
nel. Once we have audio-synchronized CC data, audio-based
summarization of news video becomes equivalent to text-based
one. Then, in the next step, CC text is analyzed for understand-
ing the context and extracting the news structure. Generally, a
news program consists of several news items, called events,
and each event consists of several scenes. Here, the term “a
scene” means a semantic unit identified by the change of speakers.
Three kinds of scenes—anchor, reporter, and interview—are
found in news videos. In a typical case, a news item begins
with an anchor scene providing a short description of the event,
and continues to more detailed reporting with some comments,
followed by reporter and interview scenes. There may be an-
chor scenes again to give a summary or conclusion. This pat-
tern is common in most news programs. In the proposed ap-
proach, we can easily extract the above hierarchical structure
by utilizing additional tags contained in the CC data. The struc-
ture extraction is the most basic step and the extracted structure
itself is the most fundamental semantic attribute in our summa-
rization approach in that it represents the whole sequence by a
few types of units that have their own semantic roles.

In the next step, we detect highlights involving the core of
the contents through text analysis combined with the semantic
attributes of the extracted structure. As mentioned before, each
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Fig. 1. Overall system architecture of the news video summarization and indexing.

scene has a role that can be interpreted as a semantic attribute in
a news item. For example, an anchor scene appears at the be-
ginning to give a short description for the event, and reporter
and interview scenes follow the anchor scene to describe the
details of the event. In this sense, it is far simpler to compose a
summary that only consists of anchor shots in a program [13].
There are two drawbacks to this approach; we need a more
compact summary instead of including a full portion of each
anchor shot and there is no other visual information except the
anchor scene.

To take into account these factors, we generate a summary as
follows. At first, we split each event into two parts. One is the
title part whose scene type features the anchor, and the other is
the article part that features reporter and interview scenes. Then,
through the language analysis work on the closed caption, we
extract a few key sentences to be included in a summary from
the two parts in each event, respectively. In our approach, we
can basically generate two-levels of summary with different
time durations. A coarse-level summary consists of segments,
to which the key sentences extracted from title parts correspond,
while the fine-level summary has additionally added segments,
to which the key-sentences extracted from article parts corre-
spond to the coarse-level ones. We can also generate various
summaries that have different time durations by selecting the
number of key sentences to be detected in the language analy-
sis stage.

III. SYSTEM ARCHITECTURE AND
IMPLEMENTATION

The overall architecture of the proposed system for news
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video indexing and summarization is shown in Fig. 1. The sys-
tem is comprised of two parts: a news summary generator and
the associated browser. Given a news video, the summary gen-
erator automatically generates a summary based on a multimo-
dal approach. The generated summary, described with MPEG-
7 Summarization DS, is delivered to the video browser. Then,
the user can skim and navigate the news video on the browser
that consumes the summary description, validating the func-
tionalities offered by the summary generator such as browsing,
navigation, and retrieval.

The summary generator consists of four main functional
modules: digital content acquisition, multimodal content analy-
sis, highlight detection, and summary description. In the first
step, analogue TV news signals are captured, and filed in some
standardized digital formats (audio-visual data in MPEG and
CC data in ASCII), at the digital content acquisition module.
The multimodal content acquisition module extracts some fea-
tures to be used as clues in the highlight detection step from the
acquired digital contents. The news database for text-based re-
trieval is also populated in this step. Next, the system applies a
predefined rule to detect highlights of the video, which is de-
tailed in Section II1.3. Finally, the detected highlights are de-
scribed and stored into the database with the original content.

The news video browser provides efficient mechanisms for
accessing news videos in two ways. The one is search and re-
trieval of desired news clips by a textual query, and the other is
browsing and navigation of the news video when the desired
content is already searched. The news video browser, which in-
tegrates a search engine, a description parser, and others on a
common graphical user interface (GUI), consumes a summary
description data and accesses CC database as shown in Fig. 1.
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1. Digital Content Acquisition

In the digital content acquisition module, MPEG systems’ streams
and CC data are acquired by an MPEG encoder and a CC decoder
from an incoming NTSC TV signal, respectively.

Generally, no time information is attached to the words in the
CC data. Furthermore, the time that the CC appears in the
video signal does not coincide with that of the corresponding
speech in the audio track, because the CC data is manually
generated by typing the broadcasted speech on-line and is in-
serted into the video signal with some temporal delay. There-
fore, in order to use CC data as a source media to be processed
in the proposed summarization and indexing system, it is nec-
essary to align the words in the CC text and those in the audio
track of the video. This kind of time alignment between the CC
data and video stream is accomplished by the following two-
step approach. First, the CC data is extracted together with a
time code indicating the time of its appearance in the video sig-
nal in the CC decoding. Then, in the next step of speech recog-
nition, we update the time code attached to the CC data at the
value that gives the exact synchronization with the video by
compensating for the delay mentioned above.
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Fig. 2. An example of CC data decoded from a news video by the
closed caption decoder.

CC data is carried by two ASCII characters on every other
video field. We developed a CC decoder that extracts charac-
ters together with the number of the associated field in which
the characters are encoded. Whenever a white space is detected
in the CC data, a time code whose value is the counting num-
ber of fields from the start of decoding to the moment of detec-
tion is attached. This way, the time code gives temporal infor-
mation that indicates the relative time of the words appearing in
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the CC data. Figure 2 shows an example of an output of the CC
decoder that includes uncompressed caption data with the ex-
tracted time code.

As aresult, we have a link between the CC data and video in
a time-line. However, synchronization between both media is
not achieved yet. In the subsequent section, we will explain
how to do this.

2. Multimodal Content Analysis
A. Audio-CC Synchronization

As mentioned before, the synchronization of the CC data and
video is achieved by speech recognition that works on the au-
dio track in a video signal. From an acquired MPEG systems
stream, we extract an audio stream by demultiplexing. The
MPEG audio is converted to a PCM wave file and downsam-
pled to 16 kHz before the recognition process.

As feature parameters for speech recognition, the 12th order
mel-frequency cepstral coefficients and signal energy measured
every ten milliseconds were used [14]. A context dependent
semi-continuous hidden Markov model (HMM) is used for
each phoneme-like unit HMM. The recognition network is
constructed by concatenating words that include the current
word and about ten words before and after it in temporal order
of the text stream. Note that we can easily set the search area
for the word in question which needs to be recognized by refer-
ring to the time code attached to the associated word in the in-
put CC data. The underlying word is detected from the speech
signal using speech recognition in which a probabilistic simi-
larity measure is used in the search area of the audio track. We
update all of the time codes attached to each word in the input
CC data as those of the audio-synchronized value obtained by
the above procedure.

In our approach, we observed through experiments in which
real broadcast videos including CC data were used that CC
data with a time code considerably enhances the reliability of
the speech recognition in the audio track. CC data might con-
tain a few word errors in the broadcast news such as spelling
errors, insertions and omissions. In terms of the word detection
task, we achieved a 97.34% detection rate in the experiment us-
ing real CC data that contained some word errors. One type of
error was caused by the spoken word not given in the CC, and
others were caused by severe background noise in the re-
porter’s voice.

B. Shot Boundary Detection

A shot is the most basic unit in structuring a video sequence
in terms of content-based indexing. In our approach, higher
level structuring for summarization is solely based on CC data.
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Although shots are not directly used in the summarization, they
are included in the summary description to enable efficient
navigation, in which the key frames of shots have the role of
navigation guidance in combination with the key frames of
highlights in a hierarchical manner. This way, we can directly
access more relevant shots around a given highlight segment in
a finer granular unit of shot. We applied the existing method
[15] that is applicable to compressed video to the detection of
the shot boundary. It gives fairly good performance in the case
of abrupt change but needs manual modification for accurate
results in the case of gradual transition. For the key frames,
simply the first frame in each shot was used.

C. CC Text Analysis

Figure 3 shows the outline of the procedure for the CC text
analysis. Since each piece of CC data contains all the news re-
ports in a daily unit, the first necessary task is to partition it by
the unit of an event like the example in Fig. 2.

CC with CC Text Analysis Highlight Detection
ASTC
itioni ; Summari-
— Partitioning P Indexing » ation »
Key

Sentences

CC Text DB
ASTC: Audio Synchronized Time Code

Fig. 3. A procedural flow for CC text analysis.

Reporter

"

Fig. 4. Finite state automata modeling the transitions between
speakers.

The CC data provided via terrestrial broadcast in Korea, as il-
lustrated in Fig. 2, bear additional tags (anchor, reporter or in-
terview) indicating who the current speaker is. Each event
boundary closely relates to the transition between speakers.
The relationship of the transition between speakers can be
modeled by finite state automata (Fig. 4). In the figure, the
boundaries between events are determined by an anchor scene.
This way, we can easily extract the structural information of the
given news program. In other words, we segment the given
news sequence in the unit of event and then partition each
event into title and article parts utilizing the tags.
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At the indexing step, each sentence in the CC data is ana-
lyzed lexically so that meaningful words like nouns can be ex-
tracted to represent the sentence. The words are called indexing
terms or more often keywords. This means an arbitrary sen-
tence, say S, can be decomposed into

S =4k ks k, }, o)

where k; denotes the keywords extracted.

Once keywords are extracted, inverse document frequency
(IDF), which is defined as a reciprocal to the ratio of the num-
ber of documents (equivalent to events in our case) containing
a keyword, is additionally extracted for each keyword. The IDF
measures the discriminating capability of a specific keyword in
characterizing the document it belongs to. Finally, all of the
keywords extracted from the given CC text, the associated IDF
and the structural information are stored in the CC text database.

In the summarization stage, we select a set of sentences to be
included in highlights by measuring the degree of importance
combining with the structural information. The details of the
summarization are described in the subsequent sections.

3. Highlight Detection

As mentioned before, we extract a few key sentences as se-
mantically meaningful parts, namely highlights, from the struc-
tured CC data through the CC text analysis. The highlights,
which are video segments temporally aligned to each extracted
key-sentence, are concatenated to compose a two-level sum-
mary. In order to extract a key-sentence, the weight, or degree
of importance, is assessed on the basis of the term frequency
(TF) and IDF of the keywords in each sentence. Specifically, in
our experiments, the weight of S in (1) is calculated by

1 N
— mtf* (k) ———— |,
> | mif* (k) s

WS =
‘S k;eS

@

where

mtf * (k,) - modified term frequency of &, in S,
N - total number of documents (or events),

df (k;) - the number of documents in which
akeyword k, appears,

|S | - the number of keywordsin S .
In our case, we use a modified term frequency (MTF) in-
stead of TF to take into account the characteristic of news con-

tent in which important context is usually placed in the begin-
ning. Therefore, the closer the location of the sentence to the
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front of the document, the more weight is assigned to the words
in the sentence in calculating the MTF, as illustrated in the ex-
ample of Table 1. The value of Sentence ID numbers the se-
quential order. In this example, the MTF is determined as the
value that is the total TF of the current and subsequent sen-
tences plus one.

As mentioned before, we extract key-sentences as highlights
from the title and article parts of each news event to generate a
two-level summary in which the coarse level is composed of
key sentences extracted from the title part of all events, and the
fine level includes all key sentences from both parts. Therefore,
once the weight of each sentence is calculated, we select key sen-
tences that have higher weights than others from two parts of
each event. According to the user’s preference, we can generate
various summaries with different durations by adjusting the
number of key-sentences to be extracted.

Table 1. An example of calculating MTF for a keyword.

Sentence ID TF within sentence MTF
1 1 5
2 0 0
3 2 4
4 1 2
5 0 0

| HierarchicalSummary DS

Tu?ﬁm

SummarySegmentGroup DS SummaryThemelList DS

1.

SummarySegment DS I

Tm Jo
|

| KeyVideoClip D KeyAudioClip D I

| KeyFrame D I | KeySound D I

Fig. 5. UML representation of the HierarchicalSummary DS.

4. Summary Description

In order to organize audio-visual information in a structural
way, a generic audio-visual description scheme known as the

Multimedia Description Scheme (MDS) is devised in MPEG-7.

The MDS is comprised of largely six functional groups which
are basic elements, content organization, content management,

6 Jae-Gon Kim et al.

content description, navigation and access, and user interaction.
Each functional group contains many description tools: descrip-
tors (Ds) and description schemes (DSs). Summarization DS
belongs to the functional group of navigation and access. The
Summarization DS provides a set of summaries of audio-visual
material. Each of the summaries, which are presented by a
Summary DS, is an audio-visual abstract of the entire contents.
Since the Summary DS is an abstract DS, in real instances, ei-
ther HierarchicalSummary DS or SequentialSummary DS is
derived from the Summary DS, and used instead of it. In our
case, the HierachicalSummary DS is used to describe multi-
level hierarchical summaries.

A. HierarchicalSummary DS

Figure 5 represents the HierarchicalSummary DS of MPEG-
7 in unified modeling language (UML). It has evolved from the
primitive one [6], [16]. At first, the primitive version of the
HierarchicalSummary DS faced some severe limitations in its
access mechanism and description efficiency for the event-
based summaries. In order to overcome such a weakness, we
propose a modified description scheme extending the previous
one [6], [17]. As a result, the current HierarchicalSummary DS
enables browsing and navigation as well as a fast overview in
an efficient way through a more flexible description structure.
After seeing the overview of the highlight summary video, us-
ers can efficiently navigate and/or browse the content based on
the overview. In this sense, the HierarchicalSummary DS is
thought to provide a unified description framework that com-
bines a static summary based on key frames and key sounds
with a dynamic summary based on a series of highlights of the
audio-visual segments. Major functionalities of the Hierarchi-
calSummary DS focusing on the news summary description
will be further explored subsequently.

B. SummarySegment DS

Viewers sometimes want to first look at a dynamic video
summary such as a film trailer in order to get the gist of a
longer program. When the summary is not enough to get the
gist of a particular portion of the program, they can move to
that portion from the dynamic video summary. Meanwhile, the
static summary gives direct access to different parts of the
original video. However, a common drawback of static video
summaries is that they do not preserve the time-evolving dy-
namic nature of the video content. Furthermore, in general,
there are too many key frames to find an appropriate one for
browsing. Considering this factor, the HierarchicalSummary
DS provides a description scheme that combines the advantage
of the static summary's facility of direct access with the dy-
namic summary’s capacity of quick skimming based on a uni-
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fied description framework. In other words, to navigate and
browse the contents, we utilize key frames of highlight seg-
ments composing a dynamic summary to reach and find the
subjects of interest. Therefore, the key frames of the audio-
visual dynamic summary play the roles of stepping-stones be-
tween the summary description and the content of the original
program. This is achieved by the SummarySegment DS, where
KeyVideoClip D and KeyFrame D are located together as
shown in Fig. 5. For each highlight composing a dynamic
summary, the information of the video segment and the associ-
ated key frames is described in KeyVideoClip D and Key-
Frame D, respectively. This unified framework enables coarse-
to-fine navigation to traverse from the summary to the more
relevant part of the original program. Meanwhile, the Hierar-
chicalSummary DS can be a multi-level summary resulting in
key frames in a hierarchical structure so that efficient naviga-
tion and quick access are possible to reach relevant information
in a hierarchical manner.

C. SummaryThemeList DS for Event-Based Summary

It is very useful to access and consume the given content in
units of segments that are related to associated themes. Themes
can be associated with certain events, categories, places or
other entities. The HierarchicalSummary DS provides this kind
of efficient functionality. A news program, for example, can be
summarized well in terms of its category: political, economic,
social, etc. We also easily define main events such as goal,
slam-dunk, and three-point shooting in the case of a basketball
game.

As shown in Fig. 5, the event-based summary is described
by the SummaryThemeList DS under the HierarchicalSum-
mary DS, and the themelDs attribute in the SummarySeg-
mentGroup DS and/or the SummarySegment DS. The Sum-
maryThemeList DS is used to enumerate all themes available
for the video sequence by unique identifiers. On the other hand,
the themelDs is used to indicate theme instances associated
with each summary segment by referring the identifiers defined
in the SummaryThemeList DS.

In terms of application, the SummaryThemeList DS enables
users to browse a video by several specific themes by listing
the enumerated themes. The SummaryThemeList DS provides
more efficient description to provide a Table of Content (ToC)—
like structure, which makes it much easier to determine the
available themes and select the preferred items by using the
parentld attribute [17]. Furthermore, the SummarySegment-
Group DS also has the themelDs when all the segments in a
highlight level have the same theme and each highlight seg-
ment or highlight level is possibly associated with multiple
themes, which avoids redundancies in the description [17].
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IV. EXPERIMENTS

To show the validity of the proposed approach in real appli-
cations, we implemented prototypical systems on a PC plat-
form, and experimented with a set of TV news programs
comprising 10 daily news videos broadcasted in Korea in
November 1999, each about forty-five minutes long. This
section will present the experimental results in the two aspects
of summarization and browsing.

1. Summarization

In our experiments, each daily news video was summarized
in a two-level (coarse-and fine-level) hierarchy. As shown in
Table 2, each sequence is summarized with a compaction ratio
of more than a tenth and less than a tenth for coarse-and fine-
level, respectively. These amounts of compaction enable fast
overview by using summaries that are up to ten minutes in
length.

Figure 6 shows the graphical user interface of the imple-
mented software for news video indexing and summarization,
in which three modules are integrated, each for multimodal

Table 2. Information for the test news video.

Test Sequences Summary Information
(min:sec) Level | Duration (min:sec) | Compaction Ratio
News1101 coarse 4:14 1/11
(47:44) fine 7:49 1/6
News1102 | coarse 3:04 1/15
(47:22) fine 5:03 1/9
News1103 | coarse 3:37 1/14
(49:07) fine 6:34 1/7

Fig. 6. Graphical user interface of the implemented software for

news video indexing and summarization.
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Fig. 7. An example of the procedure of news video summarization.

content. External hardware devices like an MPEG encoder and
a CC decoder are also used to compose the digital content ac-
quisition module separately. With the news video inputted, the
summary generator analyzes the video multimodally, detects
highlight segments, and finally produces a summary descrip-
tion. All this process is done unsupervised. In addition, it gives
the functionality of evaluation for the interim results in each
processing step. The interface shown in Fig. 6 illustrates the
evaluation of the results of the highlight detection step. As
shown in the figure, a list of all the extracted highlights are pre-
sented to users with key frames attached, so that they can
evaluate each item by browsing the associated segments.

In Fig. 7, we illustrate the procedure of summarization for a
test sequence, News1101. Dozens of shots are shown from the
beginning part of the sequence, represented by their key frames,
in the first two rows. Four kinds of segmentations are applied
to the original video as indicated. The first one is visual seg-
mentation that partitions the video sequence by the shot, while
the others are textual segmentations utilizing tags in CC data.
Although, in Fig. 7, it looks as if all the ends shot boundaries
are aligned with the others obtained by textual segmentation,
this is not true in general. However, we believe it will not make
our points misunderstood in describing the relationships among
the segments in time line.

It is seen from Fig. 7 that the video sequence is segmented in
the unit of scene by tags, and events are detected on the basis of
anchor scenes, as described in previous sections. Each event
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that represents a single news item is then divided into two parts,
a title and an article. In this example, a key sentence is extracted
from each part of the title and article to form coarse-and fine-
level summaries, respectively. As shown in the last row of Fig. 7,
the video parts corresponding to the extracted key sentences are
marked as highlights for the news video. For example, the sec-
ond highlight segment lasting from 2,692 to 2,986 in frame
units comes from the article part of the first news event that
covers from 2,684 to 5,031. The extracted highlights from the
beginning two events show that the results reflect the character-
istics of the news content in which more significant context is
usually located in the preceding part of each news item.

Figure 8 depicts how the extracted summary of the news
video is mapped to the Ds, DSs, or attributes of the MPEG-7
HierarchicalSummary DS. The example is an instantiation of a
mixed type, including key video-clips, key frames, and key
themes summaries. Item categories were manually extracted
and specified as themes for each highlight segment. Users may
skim the news highlights in two-level alternatives, or view the
video content from various points of themes.

2. Browsing

Another application software, named Video Browser, was
implemented to verify the validity and effectiveness of the pro-
posed summary generator. The summary description outputted
from the summary generator was fed to Video Browser whose
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GUI is shown in Fig. 9. By accessing the CC text database,
video clips are searchable by inputting text query through
query interface invoked by main interface as shown on the
right side in Fig. 9.

The Video Skimming Control located in the upper right cor-
ner of the main interface allows a user to control the video
summary play mode. Choosing a level (coarse or fine), one can
view the key video-clip summary that is the concatenation of
the highlight segments in the level. The Summary Criteria
panel shows the themes registered in SummaryThemeList DS
in the tree structure like ToC to the user. Now, the user can
view the summary relating to particular themes of his/her inter-
ests, namely, key theme summary, by checking off boxes that
correspond to his/her interests. This is actually a kind of user-
customization.

News Video
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Social
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/[ International

2068~2185 5046~5348 7523~7812
@ —

LD o) Summarization DS
}.!
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Fig. 8. Pictorial representation for the description of the news
video summary.
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Fig. 9. Graphical user interface of the implemented software for
video browsing and text-based retrieval: Video Browser,
(a) main interface, (b) text query interface.
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The key frames are displayed in two rows at the bottom of
the main interface. The key frames in the first row are the ones
for the original video, which are specified within the Seg-
mentDS [8]. On the other hand, the key frames in the second
row are the ones for the highlights, each of which is specified
by KeyFrame D in the corresponding SummarySegments. If a
user becomes interested in a particular scene from the overview,
he or she may be able to find the scene in the key frames of the
highlights, then click the key frame so that the GUI may show
the related key frames of the original video. The focus of atten-
tion is narrowed down by the key frames of a summary in this
way. Finally, the user accesses the original sequence by search-
ing for the key frames most relevant to his/her interests in the
first row and clicking it.

In the end, it was shown that efficient access to a video in a
content-based manner is achieved by the combination of key
video-clip, key frames and key themes summaries in the uni-
fied description framework.

V. CONCLUSIONS

This paper addressed the issue of summarizing news videos.
It was shown that semantically meaningful highlights were ef-
fectively extractable by analyzing multimodal components (esp.
closed caption) of a news video. Then, the extracted highlights
could be described using a Summarization Description Scheme
of MPEG-7 in an efficient and interoperable way to support
applications for video browsing and navigation. Prototypical
systems for summarization and browsing of news videos were
implemented and tested with a variety of news sequences,
which yielded very promising results in terms of the validity
and reliability of the proposed approach. An evaluation frame-
work for video abstraction still remains as a problem to be ex-
plored further in the future.
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