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This paper proposes a flow-based admission control al-
gorithm through an Asynchronous Transfer Mode (ATM) 
based Multi-Protocol Label Switching (MPLS) network 
for multiple service class environments of Integrated Ser-
vice (IntServ) and Differentiated Service (DiffServ). We 
propose the Integrated Packet Scheduler to accommodate 
IntServ and Best Effort traffic through the DiffServ-aware 
MPLS core network. 

The numerical results of the proposed algorithm achieve 
reliable delay-bounded Quality of Service (QoS) perform-
ance and reduce the blocking probability of high priority 
service in the DiffServ model. We show the performance 
behaviors of IntServ traffic negotiated by end users when 
their packets are delivered through the DiffServ-aware 
MPLS core network. We also show that ATM shortcut 
connections are well tuned with guaranteed QoS service. 
We validate the proposed method by numerical analysis of 
its performance in such areas as throughput, end-to-end 
delay and path utilization. 
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I. INTRODUCTION 

One of the today’s most pressing challenges in designing IP 
networks is to meet users’ Quality of Service (QoS) require-
ments. The need to support QoS-sensitive applications has led 
to the development of new architectures. Internet architecture 
that guarantees some QoS can be modeled by Integrated Ser-
vices (IntServ) and the Differentiated Services (DiffServ) [1]-
[4]. 

In the Resource Reservation Protocol (RSVP), the IntServ 
model is used for signaling QoS requests from application to 
network. With the DiffServ model, user flows are aggregated 
into a small set of Class of Services (CoSs). Since IntServ and 
DiffServ models focus, respectively, on reservation and scal-
able service differentiation, it is advantageous to combine both 
for an overall solution: a scalable and guaranteed end-to-end 
IntServ service model and DiffServ core network with individ-
ual QoS for flows. 

Integrating different types of traffic in a single network re-
quires an admission control mechanism which operates accord-
ing to a resource reservation mechanism. We propose an optimal 
admission control algorithm which uses flow-based classifica-
tion to meet users’ QoS requirements. In addition, we consider 
the Asynchronous Transfer Mode (ATM) shortcut connection in 
an ATM-based Multi-Protocol Label Switching (MPLS) net-
work to reduce end-to-end delay [5]-[8]. 

 In this paper, we present our design of an ATM-based 
MPLS core network for accommodation of the IntServ and 
DiffServ models. These models require signaling support for 
the association of the desired category. The label and each 
packet belonging to a stream needs to carry the information of 
the desired service category. 

 Our flow-based admission control algorithm for the Int-
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Serv/DiffServ model on the ATM-based MPLS network op-
timizes the network by using admission control according to 
traffic classification, which is suitable for multiple service 
class environments. The proposed flow-based admission con-
trol considers QoS and buffer statistics. This algorithm makes 
an admission decision in accordance with the conventional 
measurement-based admission control. Consequently, this 
algorithm can achieve two objectives: reliable delay bound 
QoS and high resource utilization. Also, this reduces the 
blocking probability of high priority service class flow in the 
operating DiffServ. The proposed approaches guarantee a 
hard QoS that satisfies all performance parameters (band-
width, latency, jitter, etc.) using an ATM shortcut connection 
for IntServ guaranteed service class. They also increase re-
source utilization according to per class QoS conditions for 
other service classes. In the numerical analysis, we analyze 
loss probability and delay as well as priority queuing behavior. 
We also examine the relationship between blocking probabil-
ity and the actual load. If the blocking probability increases, 
the actual load decreases and network efficiency improves. 
However, the flow acceptance rate decreases. In addition, we 
apply the ATM shortcut connection for the guaranteed service 
class. An ATM shortcut has a number of advantages: higher 
throughput, shorter end-to-end delay, and reduced router load. 
Numerical results of the proposed shortcut algorithm can im-
prove their performance. 

In Section II, the ATM-based MPLS network architecture 
and flow-based admission control algorithm are discussed. In 
Section III, numerical analyses for the proposed network 
model and admission control algorithm are taken. Finally, nu-
merical results are presented in Section IV. 

II. ATM-BASED MPLS NETWORK ARCHITECTURE 
AND FLOW-BASED ADMISSION CONTROL 

  ALGORITHM 

In this section, we discuss the DiffServ-aware MPLS/ATM 
core network for accommodation of the conventional IntServ 
and DiffServ. We also investigate integrated packet scheduling 
and suggest a flow-based admission control algorithm. 

1. The DiffServ-Aware ATM-Based MPLS Network 
  Architecture 

Figure 1 illustrates the architectural model of the ATM-based 
MPLS network. Its overlay architecture is characterized by layer-
ing the ATM shortcut network and the MPLS core network with 
the DiffServ model. The MPLS core network is composed of 
Label Edge Routers (LERs) and Label Switching Routers 
(LSRs). The LER is located at the ATM edge switch as an 

MPLS-aware ingress/egress router. The LER performs label 
binding based on the Label Information Base (LIB). The LSR 
performs a label swapping function and reserves the resources 
to build a Label Switched Path (LSP) using a Constraint-based 
Routing Label Distribution Protocol (CR-LDP) or RSVP. 
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Fig. 1. The proposed ATM-based MPLS network architecture.  
 

The advantage of the ATM-based MPLS core network archi-
tecture is that it combines both the IntServ and DiffServ net-
work models for scalable service differentiation. Figure 2 shows 
the combined IntServ/DiffServ network model using the ATM-
based MPLS network. It supports multiple traffic types in a sin-
gle network. The core network is composed of ATM–based 
MPLS domains that support the DiffServ paradigm. The Access 
Network Domain considers three main service domains: the 
IntServ model, the DiffServ model, and the Best Effort service 
model. The ingress LER performs admission control and inte-
grated packet scheduler functions. In the IntServ model, multi-
ple classes of traffic can be assured of different QoS profiles. 
According to availability of resources, the network reserves the 
resources and sends back a positive or negative acknowledge-
ment. In the DiffServ model, traffic is classified into different 
behavior aggregates. Packets, which enter into ingress LER at 
the border of the core network, are assigned a single Differenti-
ated Service Code Point (DSCP). They are forwarded as per 
hop behaviors associated with their codepoints. In the Best Ef-
fort service model, it delivers packets to their destination with-
out any bounds on delay, latency, jitter, etc. 

The DiffServ model in the core network may not achieve the 
performance that can be obtained by the IntServ model at the 
edge of ATM network. The IntServ model takes care of end-to-
end behavior in its intrinsic definition, while the DiffServ 
model basically specifies “local” behavior that must be some-
how composed to achieve end-to-end significance. Our pro-
posed network model considers the integrated solutions of the 
two approaches. This network model includes a scalable end-
to-end IntServ model with acceptable service guarantees in the 
core network. 
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2. Traffic Flow Model of the ATM-Based MPLS Network 

The QoS-enabled LERs should function like an IntServ/ 
DiffServ and/or Best Effort capable router at the edge node and 
like a DiffServ router at the core network. The IntServ model 
makes a bandwidth reservation along the path and performs 
policing on the packets. The DiffServ model simplifies the 
forwarding functions in the core network and no policing oc-
curs. The traffic flow model of the LER is proposed in Fig. 3. 
Incoming IP packets are classified as IntServ flows, DiffServ 
flows, or Best Effort flows. They are processed by the inte-
grated packet scheduler using admission control. The inte-
grated packet scheduler performs appropriate queuing disci-
plines based on service classes. By introducing flow concept, 

IP switching has been developed as a set of methods to reduce 
router workload and to offer Quality or Grade of Service in the 
network. 

As illustrated in Fig. 3, we propose that flows can be handled 
in the core network by two methods. One uses the ATM short-
cut connection. The ingress LER performs a QoS translation 
and maps the RSVP traffic parameters into ATM parameters. 
The other uses the Label swapping technology. For guaranteed 
traffic, we propose the ATM shortcut connection. An ATM 
shortcut connection can provide higher throughput, shorter 
end-to-end delay, reduced router load, and path utilization. In 
the ATM-based MPLS networks, a shortcut connection is set 
up using Virtual Path Identifier (VPI)/Virtual Channel Identifier 
(VCI) values which are allocated with proper admission con-
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trol. For the guaranteed flows, the LER sets up an end-to-end 
shortcut connection. 

3. DiffServ Model for the Integrated Packet Scheduler 

The DiffServ in the MPLS network needs to carry packets at 
the desired service category. A separated LSP is created for 
each Forwarding Equivalence Class (FEC) and scheduling ag-
gregate pair. Differentiation in treatment of packets from differ-
ent behavior aggregates has to be implemented by mapping 
drop precedence. Thus, when the underlying technology is 
ATM, it can only support two levels of drop precedence. How-
ever, by marking the use of the EXP field in the “shim” header 
for the top label stack entry, support for all the drop precedence 
can be provided in MPLS clouds. 

A “shim” header cannot be used with ATM because this 
would involve doing segmentation and re-assembly at each 
ATM-LSR in order to read the DSCP. Hence, the DSCP in the 
IP header is not accessible by the ATM hardware responsible 
for the forwarding. Therefore, two alternative solutions may be 
considered: either have some part of the ATM cell header 
mapped to the DSCP, or use an LDP. 

In the first approach, the most likely solution is to use the 
VPI and part of the VCI of the ATM cell header as the label, 
and to use the remaining eight least significant bits of the VCI 
to map the DSCP. Then, all that is needed is a functional com-
ponent in the interior DiffServ-enabled ATM LSRs to perform 
the appropriate traffic management mechanisms on the cells by 
interpreting the DSCP correctly with respect to the Per-Hop 
Behavior (PHB). In the second approach, which is more likely 
for future deployment, the DSCP is mapped to an LSP at the 
ingress of the MPLS domain. This means that for each DSCP 
value/PHB a separate LSP will be established for the same 
egress LSR. Therefore, if there are n classes and m egress 
LSRs, mn×  LSPs and n labels for each of the m FECs need 
to be set up. The packets belonging to streams with the same 
DSCP and FEC will be forwarded on the same LSP. In other 
words, the label is regarded as the behavior aggregate selector. 

In Fig. 4, the DiffServ model in the proposed MPLS router 
system is shown. This is similar to conventional DiffServ archi-
tecture but has many additional functions like service mapping. 
While incoming packets are composed of IntServ flows and 
the Best Effort flows, the LER is able to convert IntServ re-
quests into DiffServ traffic classes. Table 1 shows the DSCP of 
incoming DiffServ packets according to class. 

In Fig. 4, the Multi-Field (MF) classifier checks IntServ/ 
DiffServ and Best Effort through IP flow classification. A traf-
fic conditioner is a part of a network node that takes the node’s 
ingress packets as its input and places the packets in its output 
in an order that best satisfies the forwarding requirements set 
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Fig. 4. The DiffServ model in the proposed MPLS router system.  
 

 Table 1. The DiffServ classes. 

Service class Control Codepoint 
Expedited 

Forwarding (EF)
Controlled 101100, … 

Low drop 
precedence 

001010, 010010, 
011010, 100010 

Medium drop 
precedence 

001100, 010100, 
011100, 100100 

Assured 
Forwarding (AF)

High drop 
precedence 

001110, 010110, 
011110, 100110 

Best Effort (BE) Not controlled 000000 
  
 
for the packets and uses the network’s resources in the best 
possible way. The Behavior Aggregate (BA) classifier classi-
fies packets based on the DSCP only. 

If incoming packets are in the Best Effort service class, ser-
vice mapping is performed according to applications. The low 
quality services of each group (i.e., multimedia conferencing, 
File Transfer and WWW navigation) can be mapped to a Best 
Effort service class. Applications that request QoS, such as 
video telephony, premium multimedia conferencing, on de-
mand retrieval, and premium WWW navigation, are mapped 
to a guaranteed flow and will be assigned to one of the Diff-
Serv classes. Figure 5 shows the DiffServ mapping algorithm 
in detail. Incoming packets are mapped into five service 
classes: Guaranteed, Expedited Forwarding (EF), two types of 
Assured Forwarding (AF), and Best Effort. 

In the Integrated Packet Scheduler for admission control, 
there are usually multiple logical queues destined to each outgo-
ing link. Figure 6 shows the queuing architecture of the pro-
posed Integrated Scheduler for Guaranteed, EF, AF1, AF2, and 
Best Effort traffic. Each queue may contain packets from one 
flow or a class of flows. The basic operation of scheduling is to 
decide, at a particular moment, which packet in all these queues 
should be transmitted onto the outgoing link. The decision 
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/* go through IP flow classification */

if  Integrated Services
           /* traffic characteristic criteria */  
    then 
          if Guaranteed Services 
                 map the RSVP traffic parameters into ATM parameters 
                 /* prepare ATM shortcut connection */
          else if Controlled-Load Services 
                 /* goto DiffServ Traffic Conditioner */       
                 mark EF or AF1/AF2  PHBs
           else Best-Effort Services
                  /* goto DiffServ Traffic Conditioner */
                  mark BE PHBs   

else if  Differentiated Services (marked packet)
           /* IP TOS Field */
    then
           if Expedited Fowarding (EF) PHBs
                  mark EF PHB
           else if Assured Forwarding (AF) PHBs
                  mark AF1 or AF2 PHB
           else Best-Effort (BE) PHBs
                  mark BE PHB

else  Best-Effort Services
            /* service mapping */ 
     then                   
           if Guaranteed Services
                 map the RSVP traffic parameters into ATM parameters
                 /* prepare ATM shortcut connection */
           else other Services
                  /* goto DiffServ Traffic Conditioner */ 
                 mark EF/AF1/AF2 or BE PHB 

Fig. 5. DiffServ mapping algorithm.  
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algorithm directly affects delay performance and the buffering 
strategy directly affects packet loss performance. The inte-
grated packet scheduler is realized by applying a Priority Queu-
ing (PQ) algorithm and an admission control function. For 

Guaranteed Service, we consider per flow queuing for each in-
dividual Guaranteed flow. There is no buffer sharing between 
Guaranteed flows and other traffic flows. The separate buffer 
for the Guaranteed flow offers an excellent balance between 
traffic isolation and buffer sharing. 

For the EF and the AF flows, we adopt a First In First Out 
(FIFO) + queue [9]. The idea behind FIFO+ is to try to limit 
the accumulation of delay across hops and to bring down the 
worst-case delay. Each hop group flows into classes. Each class 
tracks its average queuing delay for the hop. For each packet, 
the hop computes the difference between the queuing delay the 
packet experiences and the average queuing delay for the 
packet’s class. It then adds (or subtracts) this difference from an 
offset field in the packet’s header. Over the hops, this offset will 
record how far ahead or behind the packet is from its class’s 
average. Each hop is required to schedule a packet in its queues 
as if it had arrived at the packet’s real arrival time plus the 
packet’s offset. 

It is important to keep in mind that FIFO+, unlike Weighted 
Fair Queuing (WFQ), is a statistical multiplexing technique. 
Because it does not provide strict isolation, FIFO+ may occa-
sionally violate its delay requirements. Applications that require 
strict delay guarantees will have to be satisfied with the longer 
delay bounds of queuing schemes like WFQ. For Best Effort 
flows, we employ a common FIFO shared queue. There is no 
QoS commitment to each individual Best Effort flow.                   

We can define four priorities: EF, AF1, AF2, and BE. Incom-
ing traffic is classified and stored at four separate queues. The 
advantage of the priority queue is the absolute preferential 
treatment that always gives top priority to mission critical traf-
fic in the event of congestion. 

4. Flow-Based Admission Control Algorithm 

Admission control is the process that decides whether a 
newly arriving request for service from a network element 
can be granted. It must be performed on any service that 
wishes to offer absolute quantitative bounds on perform-
ance. The precise criteria for making the admission control 
decision are specific to each particular service with some 
statements of performance. The goal of the admission con-
trol algorithm is to meet users’ quality of service require-
ments. The admission control algorithm is ultimately con-
strained by the service commitments [10]-[11]. 

Figure 7 shows the proposed admission control algorithm. 
The proposed flow-based admission control algorithm de-
cides on two terms: QoS condition and resource condition. It 
can be classified into the conventional measurement-based 
admission control. The QoS parameters are offered on a per 
flow basis, corresponding to the number of related perform-
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ance objectives. 
The proposed flow-based admission control has the follow-

ing assumptions. Each service class such as Guaranteed Ser-
vice (GS), EF, AF1, AF2, Best Effort (BE) is divided at the 
edge node with the negotiated users’ requirements of delay, loss, 
and bandwidth. 
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Fig. 7. The proposed flow-based admission control algorithm.  

 
In the GS class, the edge node checks QoS and resource. It 

rejects connection admission when it can’t meet service com-
mitment. In the DiffServ service classes, we use a QoS condi-
tion per class. 

To meet the QoS condition, the edge node decides whether 
the estimated overall aggregated traffic flow’s delay ( )overallT̂  
according to system queuing behavior is satisfied with a delay 
bound ( )boundD  that users are requested. New connections are 
accepted only if they can be guaranteed to meet the requested 
performance bounds. Here, we define the estimated loss 
rate ( )lossR̂  with the users’ required loss rate ( )requiredR . The 
measured performance directly affects the flow-based admis-
sion control and resulting network utilization. This flow-based 
admission control algorithm can achieve two objectives: delay 
and utilization. 

III. PERFORMANCE ANALYSIS 

1. M/M/1/K with Bulk Arrival System Modeling 

To analyze the proposed flow based traffic admission control 
algorithm, we model the queuing system with a finite buffer and 
bulk arrival. We investigate the queuing behavior with four pri-
orities - EF, AF1, AF2, and BE - in terms of blocking probability, 
end-to-end throughput, and average message transfer delay. 

If the packet arrivals that occur in disjointed time intervals 
are independent and identically distributed, we assume that the 
proposed system is modeled as an M/M/1/K queue with bulk 
arrival. This means that the aggregated arrival flow is modeled 
after a Poisson process and each packet flow is exponentially 
distributed. We also assume that message size is modeled by 
geometric distribution as a bulk arrival process since Internet 
traffic tends to be volatile. We assume the system can hold at 
most a total of K customers with finite storage. Figure 8 shows 
the state transition model of an M/M/1/K system with bulk ar-
rivals, where λ is the mean arrival rate and µ is the average ser-
vice rate. 
 

j - 2 j - 1 j j + 1 j + 2 K. . .. . .
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Fig. 8. The M/M/1/K state transition model with bulk arrival.  
 
To model the bulk arrival process, ig is given by 
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The system utilization factor ρ  can be given in terms of the 
bulk arrival rate as 
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In the case of a fixed bulk size, ig is given by 
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Then, the system can be modeled and analyzed by an M/Er/1 
queuing system with r stages of service time [12]. In the spe-
cial case of 1=r , pi, the steady state probability of the i-th  
state is given by 
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Now, the loss probability can be calculated in Kp  value 
since the system has a finite buffer of K. The average number 
of customers in the system N  is given by 

.
0
∑
=

=
K

k
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And T , the average system transfer delay, can be obtained as 
follows: 
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2. Priority Queuing Analysis 

We analyze the priority queuing model for DiffServ. We as-
sume P classes (where Pp ....,,2,1= ) with non-preemptive 
priority. We also assume that messages with priority class p  
arrive at the Poisson process with rate pλ . Then, the inter-
arrival time distribution of messages with priority class p  is 
given by 01)( ≥−= − tetA t

p
pλ . With the non-preemptive 

priority queuing system ][ pWE , the average waiting time of 
messages of priority class p , is given by [12], 
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where 0T  is a residual life time to complete the current ser-
vice, pT  is the message service time of priority p, and pT ′  
is the message service time of higher priority during the wait-
ing interval of messages with priority class p. Here, ][ 0TE  
is just the weighted sum over all priority classes, which is 
given by 
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where the aggregate arrival rate is given by ∑
=

≡
P

p
p

1
λλ , and 

pτ is the message service time with priority p. 

3. Blocking Probability and Throughput Analysis 

We analyze the blocking probabilities in the proposed flow 
admission control algorithm. The blocking probability depends 
on the probability, delayP , such that a delay time in the system 
is less than the negotiated threshold value and the probability, 

lossP , such that the loss in the system is less than the threshold 
value, and the probability, resourceP , such that the buffer re-
source in the system is less than the threshold value, which can 
be represented by 

,1 resourceQoSblocking PPP −=           (12) 

where QoSP  is the probability that is satisfied with the QoS 
condition. It can be modeled by 

][][ ˆˆ
requiredlossboundoveralllossdelayQoS RRPDTPPPP ≤⋅≤=⋅=  (13) 

where overallT̂  is the estimated overall delay and lossR̂  is the 
estimated loss ratio, boundD  is the negotiated delay bound and 

requiredR  is the negotiated packet loss rate. 
In (12), resourceP  is the probability that is satisfied with the 

resource condition. Let τλ ,
ˆ

i  be the instantaneous estimated ar-
rival rate of flow i  at time τ . Assume that τλ ,

ˆ
i ’s are inde-

pendent, identically distributed. Let ∑
=

n

i
i

1
,

ˆ
τλ  be the instantane-

ous estimated arrival rate of n  flows at the specific link. 
While the packet arrival rate is specified as a function of the pa-
rameters, {peak rate, average rate, Maximum Burst Size 
(MBS)}, we calculate resourceP  approximately as 
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where **Cµ  is the actual available bandwidth, i.e., the pack-
ets serviced per second since *µ is the actual service rate of a 
packet and *C is the actual channel capacity in bit per second. 
With the relationship of the blocking probability, the actual 
throughput sρ  can be obtained by 
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where *
sλ  is also the actual arrival rate, i.e., the actual through-

put is decreased by the blocking probability. It can be extended 
to calculate the performance of the queuing model for the inte-
grated packet scheduler (Fig. 6). There are five queuing sys-
tems: Guaranteed Service (GS), Expedited Forwarding (EF), 
Assured Forwarding - level 1 (AF1), Assured Forwarding - 
level 2 (AF2) and Best Effort (BE). 1) 
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1) The superscript denotes GS: Guaranteed service, EF: Expedited service, AF1: Assured 

Forwarding – level 1, AF2: Assured Forwarding – level 2, BE: Best Effort, DS: DiffServ, The 
superscript C1, C2, C3, and C4 mean the actual throughput of EF class. AF1 class, AF2 class, 
and BE class, respectively. 

where the actual arrival rate of each class can be given as 
shown in Fig. 9. 
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Fig. 9. Calculation of arrival rate of the proposed integrated pac-
ket scheduler.  

4. End-to-End Performance Analysis 

Now, we analyze the end-to-end performance of the through- 
put and transfer delay. In our analysis, the Markovian queuing 
network models are assumed for end-to-end data flows. All 
traffic flows are assumed to have behavior that is similar to 
Poisson arrival and exponential distribution. 

First, we analyze the end-to-end throughput according to 
the flow blocking probability. We consider the fixed routing 
path γ  between the source and destination node for data 
transfer. Now, the flow utilization γρ  for the routes γ  is 
given by 
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            (25) 

where γλ  is the total number of packets per second that arrive 
at the original node on the route γ , *

γλ  is the number of 
packets per second that are actually delivered to the destination 
node, B  is the probability that the flow is blocked on route 
γ , µ/1  is the average packet length, and C  is the capacity 
in number of bits per second. Now, the flow blocking probabil-
ity B  is given by 
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where iL  is the probability that the i-th link is blocked on the 
route γ  and  h  is the hop distance of route γ .  The link 
blocking probability depends on the probabilities that the link is 
overflowed and out of service. Here, the link blocking prob-
abilities iL  are recursively calculated by 
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since the i-th link utilization is given by ( )
C

Lii
i µ

λρ −= 1 . 

iβ  is the probability that link i  is out of service (e.g., link or 
channel errors, routing failure, etc.), and ) (overP is the probabil-
ity that the given virtual circuits are overflowed. It could be ap-
proximately calculated by the Erlang loss formula denoted by 

) (Er  [12]. 
Now, we analyze the connection behavior of route γ  on 

the saturated condition. Here, we assume that all the cascad-
ing circuits consisting of the route γ  have a same band-
width. As the flow traffic increases, the link utilization on 
route γ  converges to overall end-to-end flow utilization. In 
a saturated condition, the i-th link utilization’s iρ  could be 
calculated by 
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where Cii µλρ γγ ∉∉ = , γλ ∈i  is the number of packets per sec-
ond which arrive at the i-th link on the route γ , and γλ ∉i  is the 
number of packets per second which arrives at the i-th link except 
from the given route γ . From (28), it results in a saturated condi-
tion that 
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For the transfer delay analysis, we utilize the Markovian net-
work model of a cascaded M/M/1 queuing circuit. The average 
flow transfer delay could be calculated by 
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where ( )( )iiiii LCT −−= 11 λµ . The overall average end-to- 

end delay can be calculated by summation of the average sys-
tem delay and average flow transfer delay, that is 

.CToverall TTT +=                (31) 

Now, we calculate the number of lost messages on the route 
γ  since they may be caused by link blocking or out of re-
sources. It could be measured by the average number of mes-
sages that are not correctly delivered to the destination, which 
is denoted by lossN , and given by 

( )( )DTTloss BBTBTN −+= 12γλ        (32) 

where DB  is the probability that a destination user is blocked 
since there are no available resources. 

IV. NUMERICAL RESULTS 

We present numerical results for our proposed system in-
cluding the integrated packet scheduler. To get the numerical 
results, we consider the following assumptions. For the five 
queues model of the GS queue and priority queues (EF queue, 
AF1 queue, AF2 queue, BE queue), each queue has the same 
buffer size and the traffic activities of each class are statistically 
the same. We assume that the link bandwidth is 155Mbps and 
the mean service time is 2.73 sµ . The basic unit of the packet 
size is 53octets for the bulk arrival model. 

We first show the loss probability in M/M/1/K with the bulk 
arrival system. Next, the average time delay and the average 
waiting time in the priority queuing system is represented. We 
also present the blocking probability and actual load consider-
ing our flow-based admission control algorithm and end-to-end 
performance result. 

1. Loss Probability 

The loss probability strongly depends on the buffer size K. 
The loss behaviors due to buffer overflow can occur in the GS 
queue and BE queue. Figure 10 shows the behavior of loss 
probability versus buffer size. Loss probability decreases as the 
buffer size K increases. Figure 10(a) shows that the loss prob-
abilities are sensitive to bulk size. We observe that the loss 
probabilities are about 1610− for r =5, 910−  for r =10, and 

510−  for r=20 in the same buffer size (K=200). 
In Fig. 10(b), we observe the behavior of loss probability as 

the offered utilization increases. This figure shows that the loss 
probability is sensitive to the utilization u. We observe that the 
loss probabilities are about 310− for u=0.9, 510−  for u=0.8, 

910− for u=0.6, and 1510− for u=0.4 in the same buffer size 
(K=200). 



52   Gyu Myoung Lee et al.  ETRI Journal, Volume 24, Number 1, February 2002  

100 200 300 400 500 600 700

1x10-13

1x10-10

1x10-7

1x10-4 Utilization = 0.6

r=20

r=10
r=5

r=1

 

Lo
ss

 P
ro

ba
bi

lit
y 

(L
og

 s
ca

le
)

Buffer Size (K)

 

100 200 300 400 500 600 700

1x10-12

1x10-9

1x10-6

1x10-3
Bulk Size = 10

u=0.9

u=0.8
u=0.6

u=0.4u=0.2
 

Lo
ss

 P
ro

ba
bi

lit
y 

(L
og

 s
ca

le
)

Buffer Size (K)

 

Fig. 10. Behaviors of loss probability versus buffer size. 

(a) as bulk size r increases 

(b) as the offered utilization u increases 
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2. Average Time Delay 

Next, we calculate the average time delay in M/M/1/K with 
the bulk arrival system. Figure 11 shows the behavior of the 
average transfer delay versus the offered load. This perform-
ance behavior is applied to all traffic classes. The overall delay 
behavior is very similar to the conventional queuing behavior. 
Figure 11(a) shows the average time delay versus the offered 
load as the bulk size increases. The average time delay sharply 
increases for a high loading condition as the bulk size increases. 
This indicates that the bulk arrival has a great influence on sys-
tem performance. Figure 11(b) gives the average time delay 
depending on the offered load for the buffer size difference 
when the bulk size is fixed. This figure demonstrates that buffer 
size change has only a little influence on the average time delay. 
The average time delay scarcely increases until the offered load 
reaches 0.8. 
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Fig. 11. The behaviors of average time delay versus offered load.

(a) as the bulk size r increases 

(b) as the buffer size K increases 
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3. Priority Queuing System Performance 

In the numerical results, the following service classes are 
defined as EF, AF1, AF2, and BE. As shown in Fig. 9, each 
service class queuing model is represented by the relationship 
of service classes and blocking probabilities according to our 
flow-based admission control algorithm. We assume that the 
arrival rates are the same, that is, 4321 C

S
C
S

C
S

C
S λλλλ === . 

Figure 12 shows the behavior of the average waiting time ver-
sus the offered load for the different priority classes. As we can 
see, class 1 traffic results in the shortest average waiting time. 

4. Normalized End-to-End Throughput and Transfer Delay 

Figure 13 depicts the behavior of normalized throughput ver- 
sus the link blocking probability. The capacity of data flows are 
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Fig. 12. Average waiting time versus offered load for the priority 
queueing model. 
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Fig. 13. Normalized maximum flow throughput versus link 
blocking probability (h = hop count). 
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significantly reduced while both the hop distance and the link 
blocking probability increase. Figure 14 shows the behavior of 
normalized throughput versus the flow blocking probability. It 
notes that the flow blocking probability can be given in the 
flow admission control algorithm shown in Fig. 7. The normal-
ized throughput of data flows is reduced according to both the 
hop distance and the flow blocking probability, but the flow 
blocking probability affects the throughput behavior more. 
Figure 15 shows the behavior of normalized mean data transfer 
delay versus the offered load when the flow blocking probabil-
ity is 310− . This figure also shows the behavior of the data 
channel as the hop distance increases. The normalized mean 
data transfer delay has an influence on the hop count and of- 
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Fig. 14. Normalized maximum flow throughput versus flow 
blocking probability (h = hop count). 
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Fig. 15. The behaviors of normalized message transfer delay 
versus offered load.  

 
fered load. It shows that message transfer delay is reduced for 
the short hop distance. 

V. CONCLUSIONS 

In this paper, we proposed a flow-based admission control 
algorithm to integrate DiffServ and IntServ models on ATM 
based MPLS networks. We demonstrated that the proposed 
algorithm is one of the best solutions [13], [14] for IntServ/  
DiffServ provisioning as well as guaranteed QoS provisioning. 
The proposed network supports the virtual shortcut connection 
or MPLS label swapping using an underlying ATM capability. 
This has a number of advantages on throughput, end-to-end de-
lay, and flow utilization. 
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The proposed DiffServ mapping and integrated packet 
scheduler are the essential part of the flow-based admission 
control algorithm. Accordingly, we also analyzed the behavior 
of normalized throughput versus flow blocking probability. 
The proposed approaches guarantee a hard QoS using an ATM 
shortcut connection for the IntServ guaranteed service class 
and increase resource utilization according to the per class QoS 
condition. We analyzed loss probability and average time delay 
with the proposed priority queuing model. The results show 
that loss probability is closely related to buffer size and bulk 
size. The mean transfer delay is related to priority and hop 
count. As the flow blocking probability increases, the behavior 
of the normalized throughput is obtained. However, we did not 
analyze the detailed blocking probability according to traffic 
characteristics. Therefore, it is necessary to conduct further per-
formance analysis. 

The numerical results show good performance behavior on 
normalized throughput and delay performance. In the proposed 
priority queuing system of the IntServ/DiffServ model, the av-
erage delay of class 4 traffic increases by about three times that 
of class 1 traffic. When the offered load is less than 0.6, the 
blocking probability of guaranteed service is less than 10%. As 
the link blocking probabilities increase about 10%, the flow 
blocking probabilities for data flows increase about 210−  for 
hop count h = 2 and about 110−  for hop count h = 5. 
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