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A powerful interaction mechanism is one of the key
dementsfor the success of smart TVs, which demand far
more complex interactions than traditional TVs This
paper proposes a novel interface based on the famous
touch interaction modd but utilizes long-range bare hand
tracking to emulate touch actions. To satisfy the essential
requirements of high accuracy and immediate response,
the proposed hand tracking algorithm adopts a fast color-
based tracker but with modifications to avoid the
problems inherent to those algorithms. By using online
modding and motion information, the sengtivity to the
environment can be greatly decreased. Furthermore,
several ideas to solve the problems often encountered by
users interacting with smart TVs are proposed, resulting
in a very robust hand tracking algorithm that works
superbly, even for users with deeveess clothing. In
addition, the proposed algorithm runsat a very high speed
of 8273 Hz The proposed interface is confirmed to
comfortably support most touch operations, such asdlicks,
swipes, and drags, at a disance of three meters, which
makes the proposed interface a good candidate for
interaction with smart TVs.
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|. Introduction

Smat TVs ae tdevison sets with integrated Internet
connections and offer more advanced computing ahilities than
do conventiond TVs These devices dlow usersto run various
gpplications and to search for and find videos, movies, photos,
and other content on the Web. The smart TV is an evolving
concept that is ill expanding its boundaries. However, what
meatters in the context of interaction is that smart TVs are
obvioudy far more complex to navigete than are conventiond
TVs

The dominant interface for the traditiona TV has been the
remate control. Although modern remote controls have alot of
buttons and controls, those used by typicd users are generdly
very limited. With such a limited interface, it is difficult to
enjoy various sarvices that smart TV's provide, such as Web
browsing and game gpplications.

One obvious dternative to the remote control is hand
gesture recognition. Many researchers have proposed the use
of hand tracking and gesture recognition as a powerful and
natura interface for interaction with computers, game
machines, and/or teevison sats [1]-[6]. In particular, bare
hand tracking alows the user to control devices without
ataching additional devices. Furthermore, the use of the
interface should be intuitive enough o that little training is
required for the users. In this respect, we focus on the famous
touch interface that smartphones provide. Since the
introduction of Appl€e's iPhone severd years ago, the touch
interface has gained enormous popularity. Many new
smartphones and tablet PCs with similar interfaces have been
successively announced, and many users are becoming
accustomed to the interface. In addition, the interface has
been proven to be versatile enough to support hundreds of
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thousands of applications.

In this paper, a novel interface that mimics the interaction
modd of a touch interface is proposed. However, in the
proposed interface, bare hand tracking is used to emulate a
touch action, which diminates the need to actudly touch the
screen. That is, the tracked hand postion is interpreted as a
coordinate on the screen, and the touch is enabled when the
hand is pushed forward.

The interface should stisfy severa requirements to be usd
for interaction with smart TVs Tdevisonistypicdly enjoyed in
ardaxing environment, such as in the user’s own living room.
Therefore, the interface should dlow as much freedom as
possiblefor the user. The user mogt likdy controlsthe TV dtting
onasofa Thus the interface should work a adigance of at leest
three meters. Furthermore, we cannot restrict the Sitting position
of the user, which prohibits the use of zoom cameras. With a
typica camerawith ahorizontd fidd of view of 60 degrees, the
hand blaob is as amdl as 20x20 pixels, even when a rdatively
high resolution of 640x480 is used, which imposes quite a
chdlenge in visud tracking. Also, daothing thet exposes alot of
skin may cause problemsin color-based trackers

Ancther important problem is the user’'s ingbility to
accuratdy point & a goecified point on the screen. When the
user is repeatedly requested to point to a designated point on
the screen with his hand, the actud hand position may vary
sgnificantly each time, which inherently limits the pointing
accuracy, irrdevant of the recognition performance. To cope
with this problem, it is necessary to incorporate the idea of a
“humanintheloop” [1]. Astherecognition result isreflected in
the graphica user interface (GUI), the user can adjugt hisown
movement to achieve his origind intention, which will be
reflected in the GUI again. In this scenario, the feedback loop
must be fagt enough to guarantee a sense of intuitiveness as an
gppreciable dday may confuse the user. It has been pointed out
thet the response time should be less than 50 ms [7]. That is,
the bare hand tracking agorithm should run fagter than 20 Hz.
Also, the tracking should be accurate and stable enough for the
user to point a abutton as smal as akey on ascreen keyboard.
Findly, to emulate the touch action, it is essentid to detect the
3D information of the hand.

Naturdly, the usability of the interface heavily depends
upon the performance of the hand tracking agorithm. Many
efficient algorithms for this purpose have been reported upon
[7][15]. However, conddering the aforementioned
condraints, the avalable options are quite limited. First, the
hands in theimage are very smdl and often blurry dueto fast
motion, which makes it difficult to use sophigticated mode-
based gpproaches [2], [8], [9], [15], [16]. A hard time
congraint also forces us to adopt smpler agorithms. Still, it
is necessary to preserve the tracking accuracy to guarantee
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excellent user experiences.

Conddering these condraints, a hand tracking agorithm
basad on color information is adopted, which is known to be
very efficient in the context of computeational complexity [10],
[12], [17]-[19]. However, it is dso known thet color-based
trackers have many drawbacks.

In this paper, an online color modeling technique and the
integration of motion and color information are adopted to
cope with the drawbacks, which will be described in section 11
in detail. In addition to the base dgorithm presented in section
Il, severd idess are proposed to solve the problems often
encountered in hand tracking. The idess are teted on a
database that condsts of 98 video files that captured the
pointing activities of 11 subjects. Based on the experiment
results, the proposed ideas are adopted or discarded to construct
the best hand tracking dgorithm.

The experiment results show that the ratio of erroneous
frames (the distance between a recognized hand postion and
the ground truth is larger than 10 pixels) is 1.86% and the ratio
of serioudy erroneous frames (the above distanceislarger than
20 pixes) is 0.60%. Although these error rates do not directly
correspond to the qudity of user experience, the smal numbers
are very encouraging. In addition, the proposed interface is
goplied to severd GUISs, induding a smartphone emulator,
verifying tha mogt operations of a touch interaction modd,
auch as dicking, swiping, or dragging, can be supported
comfortably from efar.

This paper condgts of five sections. Section |1 describes the
system configuration and introduces the proposed base
dgorithm. Section 11 discusses the proposed idess for further
improvements over the base dgorithm. In section 1V, the ideas
are tested on the aforementioned database to verify the merits
and demerits of the proposed ideas. Findly, section V endsthis
paper with some condluding remarks.

I1. Proposed Algorithm
1. Obtaining 3D Information

In the proposed interface, the touch action is emulated by
pushing the hand forward. Thus, it is indigpensable to capture
3D information of the hands, which requires appropriate sensor
devices.

There are severd agpproaches to obtain 3D information.
Active depth cameras have been recelving a lot of atention
since the recent introduction of Kinect from Microsoft. The
sensor captures the digance information very reliably with a
resolution of 640x480 and is avallable a a rdatively low cost
compared to that of other depth cameras [20], [21]. However
the cogt is 4ill more than ten times that of generd CMOS
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cameras, which is a criticad factor in mass production. The
bulkiness of the sensor dso hinders its adoption, considering
theextremdy dim design of modern TV sats.

Another popular gpproach is sereo matching. By using two
cameras separated by an gppropriate distance, a dense depth
map that contains the digance information of the scene can be
obtained. However, it iswel known that stereo matching often
fals when texturdess regions are dominant [22]. Also, the
dereo matching demands heavy computation, which makes
adoption difficult without the support of specidized hardware.

Considering the above dternatives, we use dud camerasina
configuration Smilar to stereo matching. However, ingtead of
trying to generate a dense depth map, only the 3D information
of the points of interest is obtained. In the proposed interface,
the points of interest are the center of the face and the hand
being tracked. To achieve this purpose, two independent hand
trackers track the face and hand regions in respective images.
Triangulation is then gpplied to cdculate the distance to the
region [22].

Because hand trackers do not depend on the regiona
matching, a lack of texture or large ocduson by a long
basdine does not cause serious problems. Also, the hand
tracker is far fagter than the full-fledged stereo matching
process. This gpproach has another benefit in that rigorous
cdibration and rectification is not mandatory, which dlowsthe
interface to work with any genera web cameras placed in an
appropriate configuration. In the proposed interface, two
640x480 images are used, cond dering the ditance a work.

2. Person Finder

Fgure 1 showsthe overdl flow of the proposed interface. As
shown in the figure, the initid step isto find the person in the
scene. Once a person is detected, the contral is transferred to
the hand tracker. While the hand tracker tracks the hand, it dso
verifies the person’s exigence. If the hand tracker loses the
person, control is returned to the person finder to repeat the
process.

Finding a person in a sceneis avery popular research topic.
The methods range from simple onesthat use the skin colorsto
more sophisticated ones that detect trained patterns of the face,
head, and shoulders or patterns of thefull body [23]-[27].

The proposed person finder basicdly depends on the face
detector, congdering the high rdiability of thistechnology [28].
Although the face detector may fal if the frontd view of the
face is not accessible, it is reasonable to assume that the person
can face the cameraiif shewantsto interact.

Although the face detector is quite efficient in itsalf, applying
it to two high-resolution images is ill time consuming. To
accderate the process, aframe difference imageis andyzed to
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Fig. 2. Overdl flow of hand tracker.

narrow down the candidate region. If aface is detected in this
region, the contral is trandferred to the hand trecker with the
rectangular face information.

3. Hand Tracker

A. FaceTracking

Fgure 2 shows the overdl flow of the hand tracker. For
every input image, the hand tracker tracks the face first. The
purpose of face tracking is to maintain contact with the
interacting user. The system must know if the user moves or
leaves the scene, as the hand coordinates are caculated relative
to the face location. The face location is dso important to
determine the region of interest (ROI) in the image. Once the
face location and size is known, the range of hand mation is
restricted by human anatomy. In the proposed interface, the
RO is determined proportionaly to the face region, as shown
in Fig. 3 (for left-handed users, the RO rectangle is shifted
accordingly to theright).

For the face tracking, a mean shift dgorithm is gpplied on a
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Fig. 3. ROI.

color probability image, which is a gray image brighter in the
facid colored region and darker in other regions. One of the
main drawbacks in color-based tracking is the sendtivity to
illumination changes[10], [19], [29]. Good skin color detectors
often fal if the illumination is different from that of the
modeling. This problem can be solved usng online color
modding because the modd and input data are under the same
conditions. This gpproach dso has the benefit of handling skin
color differences among the world's population. In this paper, a
histogram back projection is adopted for this purpose[30], [31],
which defines the color probability image asfollows:

R =255. min(%,l),
I
where P, is a pixd vaue of the probahility image for the i-th
bin, M; isthe object histogram vadue, and |; isthe wholeimage
histogram for thei-th bin.

This color probability image is later reused for the hand
tracking, which is aso based on the assumption that the hand
color is dosdy related to the color of the face. In addition to
this color tracking, a face detector is applied to the tracked
region once every N frames for verification, where N is a
congant determined by considering a baance between the
computetiona cost and religbility. When verification by the
face detector failsfor acertain number of consecutivetrids, the
systemn decides that it has logt the person and yid ds the control
to the person finder. On the contrary, when the verification
succeeds, the skin color is remodded o0 that the recent
illumination condition can be reflected.

@

B. Motion Detection

Another major drawback for color-based tracking is
processing background regions bearing smilar colors to the
skin [10], [11]. However, in the proposed interface, a more
serious problem is caused by exposed skin aress other than the
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(d)
Fig. 4. Combining color and mation information: (a) input image,

(b) color probability, (¢) binary motion image, and (d)
confidence map.

hand. The purpose of the hand tracker is to track the hand
position. Thus, it is disastrous if the tracker happens to follow
the face or exposed arms. If the confidence map is only based
on the color characteridics, such improper tracking is
inevitable, as the face and am areas are made up of pixds
reflecting the person’s actud skin color. To cope with this
problem, motion informetion is utilized under the assumption
that the hand may have a gronger tendency toward motion
than other areeswhere skinislikdy to be exposed.

Figure 4(b) shows an example of a color probahility image
for theinput of Fig. 4(a). In addition to the hand region, nearby
bookshdves and the face region are represented by bright
pixds, which indicate a high probability of skin. Conddering
tha we are manly interesed in a moving hand, a binary
motion image, shown in Fig. 4(c), islogicaly ANDed with the
probability image resulting in the fina confidence map of Fg.
4(d). Asshown in thefigure, only hand regions are highlighted,
as expected. By adopting this approach, the fina confidence
map will have higher values when the object with skin color is
moving fast and will be zero if no motion is detected. In this
gpproach, the confidence map becomes a zero image when the
user temporarily stops moving. In this case, the results of the
previous frame are preserved, which is reasonable because the
hand has remained dill. Also, this gpproach is hdpful to cope
with the stability problem caused by oscillatory motions|[7].

C. Finding Hand

Before the tracking starts or once the tracker loses the hand,
itisnecessary to find theinitid hand postion to track. For hand
detection, the given confidence map is divided into grids of a
congtant sze, and the pixel vaues for each grid are summed to
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find the grid with maximum probability. The grid with the
maximum summation vaue is a candidate for the hand region;
however, this is true only if the summation vaue exceeds a
predetermined threshold. A amdl summation vaue indicates
that there is no moving skin-colored region. In this case, the
hand finding is declared as a falure, and the system waits for
the next image frame to repest the process.

When a probable region is found, the mean ghift trecker is
applied with the maximum grid region as the initid search
position. Here, theinitid hand Szeisassigned withthe same as
thet of theface.

D. Tracking Operation

Hand tracking is performed by applying mean shift tracking
on the above-mentioned confidence map. Once the tracking is
over, the dengity of the region (mean vaue of the pixelsin the
region) is evauated if it exceeds a predetermined threshold.
Too smdl a dendty indicates either a failure of tracking or a
temporary stop of user mation. A tracking failure occurs when
the hand moves too fagt and the new hand position goes
beyond the search range of the mean shift tracker, which is not
detectable in this sage and will be described leter. The latter
case is an expected Stuetion in which the coordinates of the
previousframe are preserved.

E. Coordinate Transformation

In this paper, we are working with three coordinate systems.
The first uses the image coordinates that we have dedt with.
These are the hand coordinates in the given image. The second
isworld coordinates that can be caculated usng triangulation
from the two image coordinates obtained from the respective
hand tracker. The red world position of the face is used as the
origin in this coordinate system. Findly, the world coordinate
should be transformed into an gppropriate screen coordinate
that the user wantsto point toward.

The trandformation from an image coordinate into a world
coordinate isatrivid problem only if both hand trackers detect
the hand successfully. If one or both of the hand trackersfailsto
generate valid image coordinates, thisframeissmply ignored.

Unlike an imageto-world coordinate transformetion, a
worldto-screen coordingte  trandformdtion  is  not
graightforward. The mapping basicaly depends upon the
user’s pointing behavior, which is different from person to
person. Thus, a good coordinate transformation requires an
extendve andyss of user behaviors. However, the “human in
the loop” dso plays an important role in this context. If a
reasonable mechanismiis provided, users can adapt quite eesily.

In the proposed interface, avirtud screenisassumedto bein
front of the user, asshown in Fg. 5. Thereisno a priori ruleto
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Fig. 5. Virtua screenin front of user.

determine the postion and size of the virtud screen, which
should be determined through user tegting. Generaly spesking,
too smdl avirtud screen restrictsthe resolution of the pointing,
while too large a screen forces excessively large movements
for the users, both of which are not desirable. Severa positions
and dzes of the virtud screen were teded to find the
gppropriate configuration.

Once the virtud screen is determined, the hand position on
the virtud screen is linearly mapped to the screen coordinates,
and, if the hand intersects with the virtud screen, the touch
gatusis declared.

F. Filtering

The screen coordinates often show precarious motions dueto
noise in the image processng procedures, which makes the
user very nervous. For gabilizetion, a Kaman filter is applied
tothe 2D coordinates.

Touch datus recognition dso suffers smilar ingtability.
Hence, the satusis decided by the threshold (distance from the
face to the virtud screen), and it can oscillate rapidly when the
hand distanceis near the threshold level. To avoid this problem,
a daus change is dedared only if the satus change is
confirmed for acertain number of consecutive frames,

G Click Lock

In the propased interface, atouch is emulated by pushing the
hand forward. However, when the user pushes her hand
forward, not only the distance but aso the plane coordinates
areinevitably affected. This may make the user very confused,
resulting in an uncontrollable interface. Even if the user pushes
his hand when the cursor is on the button, the plane coordinate
may have changed a the time when the touch is recognized.
This dissonance adso occurs when the touch is rdeased by
pulling the hand back. To solve this problem, the user's
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intended pogtion just before the pushing action gats is
egimated by andyzing the higtory. Based on the assumption
thet the plane coordinates may vary morerapidly if the pushing
action garts, we search for the point where the local coordinate
variation becomes minimum from the recent coordinate history.
The plane coordinate is then locked to the detected coordinate
until the touch is rdleased or the recognized plane coordinate is
changed over acertain threshold.

[11. Proposed Improvements

As described in the previous section, online color modeling
and integration of motion solves many problems inherent in
color-based trackers. However, the proposed tracker il suffers
from errors, especidly reaing to exposed skin areas other than
those of the hands. In this section, severd ideas are proposed to
cope with the problems usudly encountered in the given
Stuation. Also, by applying the idess to the database, which
will be described later, we will verify the ussfulness or
uselessness of theideas used to congtruct the best hand tracking
dgorithm.

In avisud andyss, individudly deding with specific cases
generdly does not produce desirable results, due to too many
variaions in red dtuations The proposed idess, rather, try to
maneuver the confidence map with the intention to achieve the
desired effect.

1. Resetting Face Region in Confidence Map

Unlike the background, the face moves, dthough generdly
not fast. That is, there are possibilities that the face region has
higher vadues in the confidence map, which may cause the
tracker to be suck in this region. To avoid such errors, the face
region of the confidence map is reset to zero, as shown in Hg.
6, before the mean shift tracker is applied.

2. Intentiond Digtortion of Confidence Map

When the user moves her hand to point at the screen, her arm
a0 moves. Furthermore, her arm region aso has skin color
characteridtics if she is wearing a deevdess shirt, which may
be frequent when in her living room. In this casg, there is no
way to discriminate the hand from the arm region. To cope
with this problem, the confidence map isintentiondly distorted
such that the hand region has higher vaues than the arm region
has. To do so without a complicated structural andysis, it is
assumed that the hand is the farthest region from the ebow,
and the pogtion of the ebow is smply estimated according to
the position and size of theface, asfollows

x = f left — f Width(), )
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@ (b)
Fig. 6. Resetting face region: (a) color probability image and (b)
reset face region.

(b)

Fig. 7. Estimated elbow podtion: (a) correct and (b) incorrect
estimation.

y:f.bottom+f.Height()-1€1, 3
where f is the rectangle of the face region and Width() and
Height() are the functions that return the width and height of
the rectangle (for left-handed usars, (2) is modified
accordingly).

The red drde in Fg. 7 is the esimated dbow pogtion.
Although, this formula does not estimate the elbow position
correctly, asin the case of Fig. 7(b) in which the hand regionis
dill farther than the arm from the estimated point. To distort the
confidence map, the filter in Fg. 8 is used, whose vadue is
determined by asigmoid function of thefollowing equation:

.,,d-50
f = Sgmoid( 16 ),
wheref isthefilter value and d isthe distance from the center.

Thefilter is designed to have a minimum vaue of about 0.1
a the center, and the vaue is increased as the digance to the
dbow postion increeses. The vdue saurates a 1.0 if the
distance exceeds 150. Figure 9 shows the results of the
confidence map digortion. Asintended, the arm region darkens
whilethe hand remainsasis.

@

3. Representation of Mation Information

When a homogeneous object moves, frame differencing
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Fig. 8. Digtortion filter.

(3 (b)

Fig. 9. Digtortion of confidence map: (a) before digtortion and (b)
after distortion.

roughly detects the boundary of the region ingtead of the whole
object, which may result in a loss of information in the
confidence map. The Smplest way to copewith this problemis
to dilate the mation image, as shown in Fig. 10(a). Although
this may overly extend the moving regions, it may not be a
problem unless a skin-colored background object exigs in the
immediate vicinity because it will be ANDed with the color
probability image.

Another solution is to accumulete the difference images for
sverd frames, as shown in Fg. 10(b). This approach has a
benefit when a hand comes to a sop. If the mation decreases,
the confidence map has a very smal number of bright points,
which makes the confidence map less rdiable. Using the
accumulated difference image has a smoothing effect on the
tempord axis.

4. Cross-Checking

An obvious redundancy exists because two cameras are
capturing the identical scene smultaneoudy. The redundancy
can be utilized to ether accderate the processing or to cross-
check the correctness of the results. To use the information for
computationd efficiency, the results of the one hand tracker
may be gpplied to shrink the search pace of the other tracker.
However, the mean shift tracker is dreedy doing the search
gace pruning and is sufficiently fast. Thus, we use the
information to check the correctness of the results.

If the dud camerais positioned horizontaly, the disparity in
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(b)

Fig. 10. Representation of motion: (&) dilation and (b)
accumulation.

the verticd direction is theoreticdly zero if the cameras are
correctly cdibrated and rectified. Although rigorous cdibretion
and rectification are not assumed in the proposed configuration,
the digparity in the verticd direction ill may be smdl and
nearly congant. Hence, if the verticd disparity changes
abruptly, we can decide that one or both of the hand trackers
has falled. Although there is no way to correct the reault, it is
posshble to use the information to improve the interaction.
There are two cases of such errors. One is temporary and is
automaticaly corrected in the subsequent frames, which can be
dedt with by smply ignoring the results of the erroneousframe.
Anocther case is when the trecker is suck on an erroneous
region, such astheface or am. Inthis case, the error is possbly
propageted to the subsequent frames. To ded with the latter
case, the confidence vaue of the hand tracking information is
decreased. If the confidence vaue drops under the threshold,
the tracker abandons the tracking information and lets the hand
finder take contral. In the former case in which the tracker
corrects itsdf, the confidence vaue is recovered o that the
tracker returnsto its norma status.

IV. Experiments

For a collection of redigic motion data, 4x3 numbered
buttons are drawn on ascreen, and the subjects are ingtructed to
point and click the button with a number randomly generated
by the program. A human operator decides if the subject’s
dicking operation is completed and then proceeds to the next
number until 20 dicking operations are completed. This user
action is captured a arate of 30 fps (frames per second), usng
dud cameras. Thus, the video length is not a congant and
ranges from one minute to two minutes. From 11 subjects, 49
such video pairs are collected, resulting in 114,460 frames in
total. For dl the frames, the regions of the face and the hand
being tracked are annotated by a human operator and are used
as a ground truth. In the evaduation, instead of cdculating the
average distance between the tracked position and the ground
truth, two levels of erroneous frames are counted because the
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Table 1. Performance comparison.

Algorithm 0000 0001 0010 0011 0100 0101 0110 0111
Error leve 1 7.70% 4.71% 5.76% 3.88% 5.25% 2.68% 3.66% 1.86%
Error leve 2 5.59% 2.78% 3.72% 2.01% 3.12% 0.79% 2.28% 0.60%
Algorithm 0000 1001 1010 1011 1100 1101 1110 1111
Error level 1 11.03% 5.76% 8.15% 4.96% 7.67% 3.00% 5.98% 2.21%
Error level 2 8.37% 3.61% 5.63% 2.80% 5.34% 0.94% 4.29% 0.79%%
Table 2. Contribution of each idea.
Applied Discarded Improvement
Error 1 Error 2 Error 1 Error 2 Error 1 Error 2
Reset face 6.09% 3.87% 4.44% 2.58% -37.31% —50.12%
Digtortion of confidence map 4.04% 2.67% 6.49% 4.27% 37.82% 37.59%
Difference representation 4.56% 2.81% 5.97% 3.78% 23.75% 25.58%
Cross checking 3.63% 1.69% 6.90% 4.75% 47.38% 64.39%

exact position of the ground truth depends upon the subjective
decison of the human workers. In the firgt error leve, the
digtance between the tracked podition and ground truth islarger
than 10 pixds, which is a dight deviaion and is mogly
recovered in the fallowing frame. In the second error leve, the
frames have an error digance of larger than 20 pixes These
are more serious errors and often indicate that the tracker has
lost the hand or istracking an object other than the target hand.
In this case, chances are tha the erroneous frames are
propagated to the subsequent frames.

Using the proposed agorithm described in section |l as a
bads, the four idess described in section [l are sdectivey
applied to form sixteen agorithms, which are applied to the
database to evduate the above-mentioned two levels of error
rates. The experiment results are shown in Table 1. Each digit
of the dgorithm number indicates whether the idess of section
11l are gpplied.

« 14 digit: Face region of the confidence map is rest or nat
reset.

« 2nd digit: Digtortion of the confidence map is applied or
not applied.

« 3rd digit: Motion is represented by the accumulated frame
difference or by adilated frame difference.

« 4thdigit: Cross-checking isgpplied or not gpplied.

Compared to the base dgorithm (algorithm 0000, whose first
levd eror rateis 7.70% and second levd error rate is 5.29%),
the improved dgorithms generdly show a higher performance,
culminaing in dgorithm 0111 with a 1.86% error rate in the
first level and a0.60% error ratein the second level.

To veify the contribution of each ideg, the dgorithms are
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grouped by the idea. That is, among the sSixteen agorithms,
eight adopt a certain ideawhile the other eight do not. For each
idea, both dgorithm groups are evduated, as shownin Teble 2.
As the table shows, three of the ideas are hdpful in making
improvements, wheress resetting the face region deteriorates
the accuracy. Although the idea can effectively prevent the
tracker from gicking to the face region, it dso inherently
prohibits correct tracking when the moving hand is occluded
by the face region. The experiment results show that the
problem continues.

For the purpose of comparison, a pure color-based tracker
[31] isapplied to the same experiment resulting in 17.20% and
13.69% for each leve of error respectively, which isfar inferior
to the base dgorithm. Although the context of the reported
dgorithm is different, this result shows that tracking smdl
objects like hands in a duttered background is difficult to do
with color information only.

In addition to the high accuracy, an immediate response is
dso indigpensable for a naturd interaction. The proposed
dgorithm can run a 82.73 Hz, smultaneoudy processing two
640x480 images (the test images are preoaded to exclude the
I/0O time). Although the processng speed is measured on a
high-end PC with a 3.33-GHz quad core, the speed far exceeds
that of 20 Hz, easily supporting the cognitive requirements of
theuser [7].

The experiment described above proves thet the proposed
hand tracking agorithm performs superbly. However, the
dgorithm does not guarantee excdlent user experience in
interacting with smart TVs. To veify the usability of the
proposed interface, it isgpplied to a smartphone emulator.
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Smart phone Smart phone I/F

Fig. 11. Smartphone emulator.

As shown in Fig. 11, ared smartphone is connected to the
TV screen. The screen of the smartphone is intercepted to be
digplayed on the TV screen, and the user’s hand movement is
interpreted as a touch command and is trandferred to the
smartphone. Although this device has no practica purpose, we
can verify that mogt of the smartphone operdions can be
accomplished by the proposed interface. It is confirmed that we
can uxe the smartphone with its inherent touch interface,
including swiping the pages, launching gpplications, and
dragging dide bars It is ds0 possble to use the screen
keyboard for word search input, which demonstrates the high
accuracy in processing pointing.

V. Concluson

Smart TVs are expected to change our everyday lives.
Although recent discussions have mainly focused on smart TV
sarvices, this paper addressed the problem of an interaction
mechaniam, the solution of which will be crucid to ensure
pleasant user experiences.

Conddering tha smart TVs are not only a broadcasting
medium but aso a computing platform, a touch interaction
modd was adopted in the proposed interface. However, in lieu
of actudly touching the screen, the touch operation was
emulated using bare hand tracking, dlowing the interface to
work from efar.

The essentid part of the interface is high-performance hand
tracking. In this paper, a novd hand tracking agorithm based
on the combination of color and motion was proposed, and, by
introducing additiond improvements, an excelent hand
tracking performance was achieved. The proposed interface
proved to work robustly, even when severa other regions bear
a smilar color to the hand. It aso takes only about 12 msto
process two 640x480 images.

To veify the usahility of the proposed interface as a control
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for amat TVs a smatphone emulator was implemented.
Using the smartphone emulator from a position three or more
meters away from the screen was found to be sufficiently
comfortable. This is a good indicatiion that the proposed
interface can be adopted for interaction with smart TVs,

Most operations of the touch interaction mode, such as
dicking, swiping, and dragging, were accomplished by the
proposed interface. However, multitouch, which is often used
for zooming, has not yet been implemented. In further reseerch,
the proposed hand tracking dgorithm is expected to
accommodate dud hand tracking and to support a multitouch
interface.
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