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Abstract

Epipolar resampling aims at generating normalized images
where conjugate points are located along the same row.
Such a characteristic makes normalized imagery important
for many applications such as automatic image matching,
aerial triangulation, DEM and ortho-photo generation, and
stereo-viewing. Traditionally, the input media for the
normalization process are digital images captured by frame
cameras. These images could be either derived by scanning
analog photographs or directly captured by digital cameras.
Current digital frame cameras provide smaller format
imagery compared to those of analog cameras. In this
regard, linear array scanners are emerging as a viable
substitute to two-dimensional digital frame cameras. How-
ever, linear array scanners have more complex imaging
geometry than that of frame cameras. In general, the
imaging geometry of linear array scanners produces non-
straight epipolar lines. Moreover, epipolar resampling of
captured scenes according to the rigorous model, which
faithfully describes the imaging process, requires the knowl-
edge of the internal and external sensor characteristics as
well as a Digital Elevation Model (DEM) of the object space.
Recently, parallel projection has emerged as an alternative
model approximating the imaging geometry of high altitude
scanners with narrow angular field of view. In contrast to
the rigorous model, the parallel projection model does not
require the internal or the external characteristics of the
imaging system and produces straight epipolar lines. In this
paper, the parallel projection equations are modified for
better modeling of linear array scanners. The modified
parallel projection model is then used to resample linear
array scanner scenes according to epipolar geometry. Exper-
imental results using Ikonos and SPOT data demonstrate the
feasibility of the proposed methodology.
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Introduction
Resampled images according to epipolar geometry have the
prime characteristic of having conjugate points along the
same row. They are utilized in many photogrammetric
applications such as automatic image matching, aerial
triangulation, DEM and ortho-photo generation, and stereo-
viewing. To cope with the increasing demand for a shorter
gap between data acquisition and product delivery, many
current mapping projects are moving towards digital frame
and/or line cameras. Due to technical limitations, existing
digital frame cameras are smaller in format than analog
cameras. Therefore, linear array scanners have emerged as a
good alternative, where this limitation is compensated for
through continuous exposure of one to three scan lines
along the focal plane. On the negative side, the widespread
incorporation of linear array scanners has led to many
challenges to traditional topographic mapping applications
(Fritz, 1995). The geometric modeling and normalization of
linear array scanner scenes are among the key challenges
facing researchers within the photogrammetric community.
The normalization procedure, as well as deriving object
space information from imagery, requires mathematical
modeling of the incorporated sensor. Rigorous and approxi-
mate sensor models are the two main categories describing
the mathematics of the involved imaging geometry. The
former is based on the actual geometry of the image forma-
tion process involving the internal Interior Orientation
Parameters (10P) and the external Exterior Orientation/geo-
referencing Parameters (EOP) characteristics of the imple-
mented sensor. Since rigorous modeling is the most accurate
model, it has been the focus of a large body of photogram-
metric literature (Lee and Habib, 2002; Habib et al., 2001;
Lee et al., 2000; Wang, 1999; McGlone and Mikhail, 1981).
The EOP/geo-referencing parameters can be indirectly esti-
mated using Ground Control Points (GCP) or directly obtained
using GPS/INS units. The indirect estimation of the EOP
requires an excessive number of ground control points (Poli,
2003). Moreover, in indirect geo-referencing, as the Angular
Field of View (AFOV) becomes small, high correlations
develop between exterior orientation parameters within a
perspective projection since the narrow bundle of rays
effectively approaches a skew parallel projection (Fraser
et al., 2001; Hattori et al., 2000; Wang, 1999). On the other
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hand, direct geo-referencing, using GPS/INS units, is nega-
tively affected by bias values in the available 10P and/or

EOP (Fraser and Hanley, 2003; Habib and Schenk, 2001).
Furthermore, the direct geo-referencing parameters might

be concealed by the scene provider. For example, Space
Imaging does not provide the EOP for commercially available
Ikonos scenes.

Regardless of the utilized method for deriving the EOP,
using the rigorous sensor model for epipolar resampling of
linear array scanner scenes has the following limitations
(Habib et al., 2005):

® In general, rigorously derived epipolar lines in scenes
captured by linear array scanners are not straight. Such a
phenomenon has been proven for scanners whose trajectory
is modeled by second order polynomial functions in position
and heading and first order polynomial functions in pitch
and roll angles (Kim, 2000), as well as scanners moving with
constant velocity and attitude (Habib et al., 2005). Since the
normalization procedure aims at projecting the epipolar lines
onto straight lines along the scene rows, resampling linear
array scanner scenes according epipolar geometry is not as
straightforward as in the case of frame imagery.

® Using the rigorous sensor model, there is no simple transfor-
mation function that maps non-straight epipolar lines in the
original scenes onto straight ones in the normalized scenes.
Moreover, the resampling procedure calls for the availability
of Digital Elevation Models (DEM) together with the internal
and external sensor characteristics (Habib et al., 2005). The
object space requirement is impractical since the normaliza-
tion process is mainly carried out to facilitate DEM generation
(Schenk, 1999). In addition, the internal and external sensor
characteristics might not be available due to lack of the
necessary control and/or intentional concealment by the
scene provider, which is the case for Ikonos imagery.

The above limitations of the rigorous sensor model has led
to the development of approximate models such as Rational
Function Model (RFM), Direct Linear Transformation (DLT), Self-
calibrating Direct Linear Transformation (SDLT), and parallel
projection (Fraser et al., 2001; Tao and Hu, 2001; Wang, 1999;
Okamoto et al., 1992; Abdel-Aziz and Karara, 1971). Among
these alternative models, the parallel projection is the simplest
one, which could be utilized for epipolar resampling since it
accurately describes the imaging geometry of scanners with
narrow AFOV moving with constant velocity and attitude.

This paper starts with a brief discussion of epipolar
resampling of frame and linear array scanner imagery. This
introduction is followed by the rationale behind the choice
of the parallel projection model and its mathematical for-
mulas. Then, the proposed approach for epipolar resampling
of linear array scanner scenes is introduced. The experimen-
tal results section outlines the performance of the new
approach in resampling Ikonos and SPOT scenes according to
epipolar geometry. Finally, the paper highlights the research
conclusions and recommendations for future work.

Epipolar Resampling of Frame and Linear Array Scanner
Imagery: Background

Epipolar resampling aims at generating normalized images
where corresponding points are located along the same row.
Moreover, the x-parallax between conjugate points in the
normalized imagery is linearly proportional to the depth of
the corresponding object point across the air base connecting
the involved perspective centers. Prior to investigating linear
array scanner scenes, one has to closely analyze the normal-
ization process for frame images. Such an analysis is essential
since it provides the conceptual bases, which are common to
frame cameras and linear array scanners. Figure 1 depicts the
relative relationship among the original and normalized frame
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Figure 1. Epipolar resampling of frame images requires
projecting the original images onto a common normal-
ization plane parallel to the air base.

images. For a given image point (p), the epipolar plane is
defined as the plane through the air base and the point in
question. The intersection of the epipolar plane with the
image planes produces conjugate and straight epipolar lines
(I, I';). The normalization process creates new imagery
where conjugate epipolar lines are aligned along the same
row. According to Cho et al., 1992, the resampling process
can be summarized as follows, Figure 1:

® To ensure equidistance and parallel epipolar lines, a common
normalization plane is selected in such a way it is parallel to
the air base. The orientation of the normalization plane is
established using the relative orientation parameters between
the original stereo-scenes.

® The x-axis of the resampled images within the normalization
plane is chosen to be parallel to the air base. Such a choice
guarantees that the epipolar lines in the normalized scenes
are parallel to the x-axis.

® The contents of the original images are projected onto the
normalization plane. Since the previous requirements for the
normalized images can be satisfied while maintaining the
perspective centers of the original imagery, the transforma-
tion from the original to the normalized imagery can be
realized through a projective transformation. The projective
transformation parameters are completely defined by the
relative orientation parameters between the original scenes.

As was mentioned in the introduction, using the rig-
orous sensor model for epipolar resampling of linear array
scanner scenes has many limitations. Alternatively, approxi-
mate models, which do not involve the internal and external
characteristics of the implemented sensor, are emerging as
potential alternatives leading to a simpler normalization
procedure for linear array scanner scenes. Among these
models, the parallel projection seems to be the most promis-
ing as it yields straight epipolar lines (Habib et al., 2005).
Thus, the following sections deal with this model with
regard to its suitability as an approximate sensor model and
how it influences the normalization procedure.

Parallel Projection

This section starts by discussing the rationale behind the
selection of the parallel projection as an approximate sensor
model and its mathematics. This discussion will be followed by
a necessary modification to bring the actual imaging geometry
of linear array scanners closer to the parallel projection.
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Rationale

The parallel projection assumes that the projection rays from
the object space to the scene plane are parallel to each
other. Therefore, for such an imaging geometry, there is no
projection/perspective center. This would be the case if the
principal distance associated with perspective projection
approaches infinity; that is the sensor’s AFOV approaches
zero. The suitability of the parallel projection model in
approximating the imaging geometry associated with linear
array scanner scenes can be attributed to the following
remarks (Okamoto et al., 1992):

® Many space born scanners have narrow Arov. For example,
the AFOV for an Ikonos scene is less than 1°. In such a case,
the perspective light rays along the scanning direction are
very close to being parallel.

® Space imagery is usually acquired within a short time
period, e.g., it is about one second for an Ikonos scene.
Therefore, the scanner can be assumed to have the same
attitude while capturing the scene. Consequently, the per-
spective/planar bundles defined by consecutive scans are
parallel to each other.

® For scenes captured within a very short time period, the
scanner can be assumed to move with constant velocity (i.e.,
the scanner travels equal distances in equal time intervals).

The first observation leads to an almost parallel projec-
tion along the scan lines, while the remaining remarks yield
parallel projection across the scan lines. In summary, one
might assume that scenes captured by space-borne scanners
with narrow AFOV in a short time period conform to parallel
projection geometry. The mathematics of the parallel pro-
jection will be discussed in the next subsection.

Mathematical Formulation of the Parallel Projection Model

The objective of this section is to introduce the mathemati-
cal relationship between the coordinates of corresponding
object and scene points in imagery captured according to
parallel projection. The parallel projection model, as shown
in Figure 2, involves the following eight parameters (Morgan
et al., 2004b):

® Two components of the unit vector along the projection
direction (L, M);

® Orientation angles of the scene coordinate system (o, ¢, k);

® Two shift values (Ax, Ay); and

® Scale factor (s).

The parallel projection model relating an object point,
P(X, Y, Z), to its scene point, p(u, v, 0), can be expressed as:

u L X Ax
v| = S.)\.H(QY%K] M| + S-B(Z,W) Y|+ | Ay (1)
0 N Z 0

where: A is the distance between the object point P and

the corresponding scene point p; R, is the rotation
matrix between the scene and object coordinate systems;
and N is the Z-component of the unit projection vector, i.e.,
N = V1 - L* — M* A can be eliminated by computing its
value from the third equation in Equation 1 and substituting
in the first and second equations. This produces the linear
form of the parallel projection, Equations 2:

u=AX+AY+ AZ+ A, @)
Vv=AX+ AY + A, Z + Ay

The coefficients A, to Ag in Equations 2 represent the linear
parallel projection parameters corresponding to (L, M, o, ¢,
k, Ax, Ay, and s). Forward and backward transformations
between these sets of parameters could be easily developed
(Morgan et al., 2004b). It should be noted that Equations 1
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(4x, Ay) shift between origins

(@, , k) rotation between axes

Figure 2. The parallel projected requires projecting an
object space point along a unit vector (L, M, N) onto
the scene space whose orientation angles are (w, ¢, ),
and applying shift (Ax, Ay) and scale (s).

and 2 describe the mathematical relationship between a
three-dimensional object space and a two-dimensional scene.
An extension of this model deals with a planar object space.
In this case, the Z component of the object coordinates can
be expressed as a linear combination of the planimetric
coordinates (X and Y). Thus, the parallel projection between
two planes is represented by a 6-parameter Affine transfor-
mation as expressed in Equations 3:

u=A'X+A,Y+ A )
v=ASX+ ASY + Ay

Perspective to Parallel (PTP) Transformation

The imaging geometry of scenes captured by a scanner
moving along its trajectory with constant velocity and
attitude can be described by a parallel projection along the
flight trajectory and perspective geometry along the scanner
direction. The perspective projection along the scanner
direction can be approximated by a parallel projection for
systems with narrow AFOvV. However, the scene coordinates
along the scan line direction can be modified to bring the
perspective projection along the scan line closer to being a
parallel one. This modification can be established through
Perspective to Parallel (PTP) transformation (Okamoto et al.,
1992), as expressed by the first equation in Equations 4. The
second equation in Equations 4 indicates that no modifica-
tion is required across the scan lines since the system is
assumed to travel with constant velocity and attitude.

(4)

where c is the scanner’s principal distance; ¢ is the scanner
roll angle; and x, y are the original scene coordinates across
and along the scan line, respectively.

It should be noted that the PTP in Equations 4 assumes
a flat terrain (Okamoto et al., 1992). For non-flat terrain,
Equations 4 will result in transformation errors in the scene
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coordinates. Okamoto et al. (1992) derived a quantitative
measure of these errors as function of the height variation of
the object space. It was found that a transformation error of
less than 5 um can be achieved for SPOT scenes if terrain
variation does not exceed 300 m. For Ikonos scenes, same
level of accuracy can be achieved if height variation does
not exceed 50 m. Combining the linear form of the parallel
projection and the pTP transformation yields the modified
parallel projection in Equations 5:

x=AX+ AY + AZ + A,
AX + AsY + A,Z + Ag

: (5)
W) vt ALY+ AZ+ A

y:
1+

The nine parameters in Equations 5 (A, to Ag and ) can be
estimated using a minimum of five GCP. One should note that
if the roll angle (¢) is available from the navigation data, it
could be used directly in Equations 4 or 5. The next section
deals with the utilization of the parallel projection param-
eters for epipolar resampling of linear array scanner scenes.

Parallel Projection for Epipolar Resampling of Linear Array
Scanner Scenes

Normalization Plane Selection

Before discussing the epipoar resampling approach, one has
to reintroduce the concept of epipolar plane to suit the
parallel projection model. For stereo-scenes generated
according to parallel projection, the epipolar plane for a
given object/scene point can be defined by that point and
the projection vectors for the left and right scenes. Figure 3
shows epipolar planes for two object space points. From
the figure, one can see that the intersection of the epipolar
planes with the scene planes yields straight epipolar lines.
In addition, since the projection vectors are constant for

Epipolar
planes

Figure 3. The parallel projection model resulting in
parallel epipolar planes and parallel epipolar lines.

a given stereo-pair, Figure 3 shows that epipolar planes
associated with different points are parallel to each other.
Thus, epipolar lines within the same scene are parallel to
each other. Morgan et al., 2004a, derived a methodology for
rotating, scaling, and shifting the scenes in order to elimi-
nate y-parallax between the scenes. However, this methodol-
ogy is incapable of providing a linear relationship between
x-parallax and depth values.

Recall that in the case of frame cameras, a common
normalization plane was chosen on which the images are
projected during the normalization procedure. Similarly, in the
case of linear array scanners, we would like to choose a plane
to project the scenes. The selection criterion is to maintain a
linear relationship between x-parallax and depth values. Figure 4
depicts a profile along the epipolar plane containing two object
points P, and P, at the same elevation. The figure also shows
the epipolar line pairs for non-coplanar and coplanar stereo-
scenes. A closer investigation of this figure reveals that the
same x-parallax value for these points could be only achieved
when dealing with stereo-scenes contained within a common
horizontal plane (as represented by the bold dashed line in
Figure 4). Therefore, scenes contained in a common and
horizontal plane will exhibit x-parallax values that are linearly
proportional to the elevation. This common plane will be
denoted hereafter as the normalization plane.

The question now is how to project the original scenes
onto the normalization plane. Since the parallel projection
between two planes is modeled by a 6-parameter Affine
transformation, the projection of the original scene onto the
normalization plane can be realized through the transforma-
tion in Equations 3. In addition, the projected scenes should
be rotated, scaled, and shifted within the normalization
plane to guarantee that conjugate epipolar lines are along
same rows. It should be noted that a transformation involv-
ing planar rotation, scaling, and shifting is a subset of Affine
transformation. Due to the transitive property of the Affine
transformation, the projection onto the normalization plane
and the in-plane rotation, scale, and shift can be combined
into one 6-parameter Affine transformation. Therefore, the
normalization procedure hinges on the determination of the
Affine transformation parameters between the original and
normalized scenes. The determination of these parameters
will be the focus of the next subsection.

Normalization Procedure
So far, we have established the following facts for captured
scenes according to parallel projection:

\ Original scenes/

PiP2=P" P

Figure 4. A common horizontal normalization plane
shown in thick dashed line resulting in equal x-parallax
values for points at the same elevation.
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® The epipolar lines are straight.

® Within the same scene, the epipolar lines are parallel to each
other.

® To ensure a meaningful relationship between the x-parallax
and depth information, the original scenes should be pro-
jected onto a common horizontal plane (normalization
plane).

® The y-parallax between conjugate points/epipolar lines can
be eliminated by in-plane transformation involving rotation,
scale, and shift.

® The transformation from the original scenes to the normal-
ized ones can be established in a one single step, by com-
bining the parameters from the last two transformations.

The question to be addressed in this section is how to
estimate the affine transformation parameters, which directly
project the original scenes onto the normalized ones. First,
the left and right scene planes should be contained within a
common horizontal plane. Thus, the orientation angles (w,,
¢,) of the normalization plane should be zero. Second, the
x-axis of the scene coordinate system should be parallel to
the direction of the epipolar lines. This is essential for
having the epipolar lines aligned along the scene rows. The
direction of the x-axis within the scene is defined by the
rotation angle (k,). So, the (k,) value should be determined
in such a way that the x-axis coincides with the epipolar
lines. The direction of the epipolar lines can be determined
by intersecting the epipolar plane (the plane containing
the projection vectors (L, M, N) and (L', M’, N')) with the
normalization plane. Figure 5 shows that the intersection of
the epipolar plane and a horizontal normalization plane
determines the orientation of the epipolar lines (1, tan(k,), 0).
Equation 6 indicates that the projection vectors and the
epipolar lines are coplanar:

L M N
L M N|=o. ©)
1 tan(k,) 0

Thus, the numerical value for (k,) can be determined
according to Equation 7:

Normalization plane

X
Figure 5. The direction of the epipolar lines
along the normalization plane is determined by
intersecting the epipolar plane with a horizontal
normalization plane.
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R NM — M.N' )
Kn = arctan| — o |

To ensure that conjugate epipolar lines are aligned along
the same rows, the left and right scenes should have the
same scale (s,) and the same shift along the y-axis (Ay,). The
shift value along the x-axis is irrelevant but it could be
chosen to be the same for both scenes (Ax,). In summary,
selecting (L, M, w,, ¢, kn» AXy,, Ay, sp) and (L', M, o, ¢p,
K, AX,, Ay, s,) as the parallel projection parameters from
the object space to the left and right scenes, respectively,
would ensure the generation of normalized scenes.

Having introduced the necessary conditions for a direct
generation of normalized scenes through parallel projection,
we would like to establish the relationship between corre-
sponding points in the original and normalized scenes. This
relationship could be derived by considering the respective
parallel projection parameters as well as the mathematical
model for the parallel projection (Equations 1). Equations 8
introduce such a relationship when considering the left
original and normalized scenes:

X 1 u— Ax L
Y= ;H[w,AP,K) V- A.y —A M|
Z 0 N
1 u, — Ax, L
-= anR(w,‘men) Ve = Ayp | = An | M| (8)
0 N

Equations 8 can be reduced to the form in Equations 9
through the elimination of the object coordinates (X, Y, Z):

u, AXn L
Vi | = | AVa | + 8an = MBE, gy | M|
0 0 N
. u— Ax
0

Equations 9 represent the relationship between the
original and normalized scene coordinates (u, v, u,, v,) as a
function of the parallel projection parameters of the original
and normalized scenes. The term (A,-A) can be computed
from the third equation in Equations 9 and reintroduced in
the first two equations resulting in a 6-parameter affine
transformation between original and normalized scene
coordinates, Equations 10:

U, =a,u+ a, v+ as

Vp=az U+ as v+ ag. (10)

In Equations 10, the parameters (a; to ag) are directly
derived from the parallel projection parameters for the
original and normalized scenes (L, M, w, ¢, k, Ax, Ay, s)
and (L, M, w,, ¢,, K, AX,, Ay, S,), respectively. A similar
transformation can be derived for the right scene.

In summary, the normalization process could proceed as
follows (refer to Figure 6 for a conceptual flow chart):

1. Use a minimum of five ground control points to estimate the
nine parameters of the modified parallel projection (A, to
Ag and ¢ in Equations 5) for the left and right scenes in
question.
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!

Original left scene

Ex

}

Original right scene

’

Parallel projection parameters:
(A, Ay A3, Ay As, Ag, A7, Ag)
(L, M, ®, ¢, K 4, 4,5) Y

IRoll angle:

Parallel projcction parameters:
v (A, Ay A5, A'y, A's, A'g, A", ')
LM, o, ¢, &, &', Ay', s")

IRoll angle:

/

Normalization plane

AN

Parallel projection parameters:
L, M, 070, =0, k,, Ax,, 4y,, s,)

scanner scenes.

Parallel projection parameters:
(LI, M" 0)"=0, ¢,,=0, Kn’ Axn’ Aym S")

Figure 6. An overview of the proposed methodology for epipolar resampling of linear array

2. Use the estimated roll angles in step 1 to perform the pTp
transformation for the left and right scenes, Equations 4.

3. Use the estimated parameters in step 1 to derive the cor-
responding non-linear parameters of the parallel projection
for the left and right scenes (L, M, o, ¢, k, Ax, Ay, s) and (L',
M, o', ¢, k', Ax', Ay’, s'), respectively.

4. Select the parallel projection parameters for the left and right
normalized scenes (L, M, w,, ¢,, K, Axy,, Ay, s,) and (L', M,
®p, Ony Ky AXp, Ayy, s5), respectively. To ensure an x-parallax
that is linearly proportional to the elevation, we should
select a horizontal normalization plane (i.e., w, = ¢, = 0).
The (k) value should be derived according to Equation 7.
The shift and scale values (Ax,, Ay,, s,) can be selected to be
the average scale and shift values for the original left and
right scenes.

5. Use the original and the normalized parallel projection
parameters to derive the affine transformation parameters
(Equations 10), which are used for directly projecting the
original scenes after pTp transformation onto the normalized
ones.

It should be noted that the requirement for the GCP is
to ensure the alignment of the normalized scenes along a
common plane. This alignment leads to x-parallax values
that are linearly proportional to the depth across the normal-
ization plane. In addition, GCP are needed to estimate the
roll angles. Such angles are used to perform the pPTP transfor-
mation, which is a pre-requisite for utilizing the parallel
projection.
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Experimental Results and Discussion

The main objectives of the conducted experiments revolve
around proving the feasibility of the suggested approach and
evaluating the accuracy of the resampling process as it is
impacted by the number of utilized Gcp. To achieve such
objectives, two sets of experiments were performed on
Ikonos and SPOT data.

Experimental Results for Ikonos Data

We acquired a panchromatic stereo-pair of Ikonos scenes
over Daejeon, South Korea. The geographical coordinates
of the covered area range from 36.26° to 36.36° North
Latitude and from 127.31° to 127.45° East Longitude. Some
of the scenes’ specifications are listed in Table 1. For these

TABLE 1. SPECIFICATIONS OF IKONOS AND SPOT DATASETS USED
IN THE EXPERIMENTS

Dataset I 11

Sensor Ikonos Tkonos SPOT-1 SPOT-2
Scene Left Right Left Right
Number of rows 13824 14336 6000 6000

Number of columns 13816 13816 6000 6000

Pixel size, um 10 10 13 13

Ground resolution, m 1 1 10 10
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EXPERIMENTAL RESULTS OF THE NORMALIZATION PROCESS OF
IKONOS AND SPOT SCENES

TABLE 2.

Tkonos SPOT
Experiment # 1 2 3 4 5 6
# of Gcep 9 25 162 6 16 26
# of Checkpoints 153 137 0 20 10 0
0y, pixels 3.6 2.8 22 <05 <05 <05
Mean |Py|, pixels 2.1 1.7 1.5 0.8 0.5 0.4
Max |P,|, pixels 11.6 9.8 8.3 4.8 2.2 1.2
0y (line fitting 6.0 5.6 5.4 3.8 2.7 2.6

of P, and Z), m

scenes, we do not have any information regarding the roll
angles or any GCP. Instead, the rational function coeffi-
cients for both scenes are provided. The rational function
coefficients are used in an intersection procedure to derive
the ground coordinates of 162 well-distributed manually
digitized points. In the following experiments, some of
these coordinates will be used as GCP and the rest will

be used as checkpoints. It should be noted that the accu-
racy of the estimated ground coordinates for these points
depends on:

® The measurement accuracy of the scene coordinates;

® The accuracy of the rational functions’ coefficients (not
provided); and

® The validity of the rational functions as an approximate
sensor model.

Before implementing the proposed epipolar resampling
methodology, we tested the original scenes, and we found
that average y-parallax values is 175 pixels. The developed
approach for epipolar resampling is then applied to gener-
ate normalized stereo-scenes. Three sets of results using
different numbers of GCP and checkpoints are shown in
Table 2. The square root of the estimated variance compo-
nent resulting from the least squares adjustment adopting
Equations 5, and the average absolute values of the result-
ing y-parallax in the resampled scenes for the 162 points
are listed in Table 2. Recall that one of the objectives is to
achieve linear relationship between x-parallax and depth
values. Thus, the table also shows the square root of the
estimated variance component from straight-line fitting
through the pairs defined by the resulting x-parallax in the
normalized scenes and the corresponding depth values. One
has to note that these numerical values reflect the quality of
the used GCP, the accuracy of scenes coordinate measure-
ments, and the validity of the modified parallel projection
model (including the assumption of a flat terrain). Close
investigation of these numbers reveals that increasing the
number of GCP improves the results as indicated by smaller
variance component and absolute y-parallax values. How-
ever, one can argue that there is an insignificant improve-
ment between Experiment 2 (using 25 GCP) and Experiment
3 (using 162 GCP). Thus, it can be concluded that few Gcp
are sufficient to carry out the proposed epipolar resam-
pling methodology. The quality of the line fitting between
the x-parallax and corresponding depth, as represented
by the last row in Table 2, is acceptable considering the
inaccuracies introduced by various errors throughout the
normalization process (e.g., errors in the object and scene
coordinates as well as those arising from the deviation
from a planar object space assumption in the PTP transfor-
mation). Finally, the resampled scenes are overlaid to
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generate a stereo anaglyph, Figure 7, which can be stereo-
viewed using anaglyph glasses.

Experimental Results using spoT Data

The second dataset involves a stereo-pair captured by SPOT-1
and spOT-2 over Korea. The specifications of these scenes
are listed in Table 1. Twenty-six well-distributed Gcp have
been collected through a triangulation procedure involving
aerial imagery over the same area. It is important to mention
that these GCP are of higher accuracy/reliability than those
obtained for Ikonos data. For the original scenes, average y-
parallax values of these points was 267 pixels. The epipolar
resampling approach was implemented and three sets of
results were obtained, Table 2, by changing the number

of Gcp. Similar to Ikonos results, as the number of Gcp
increases, the accuracy increases, in terms of smaller y-
parallax and better linear relationship between x-parallax and
height values. One can also notice insignificant improvement
of these values due to increasing the number of GCP from

16 (in Experiment 5) to 26 (in Experiment 6). For all spOT
experiments, we could achieve high accuracy in the image
and object space (attributed to the highly accurate and
reliable Gcp), which confirms the validity of the modified
parallel projection model and the developed epipolar resam-
pling approach.

Conclusions and Recommendations for Future Research

This paper outlines a new approach for epipolar resam-
pling of space-borne linear array scanners scenes. The
resampling process is based on parallel projection, which
is suitable for modeling imaging scanners with narrow
AFOV moving with constant velocity and attitude. The
original scenes should undergo a Perspective to Parallel
(pTP) transformation to bring the perspective geometry
along the scanner direction closer to being parallel. The
parallel projection and PTP transformation have been
combined into a modified parallel projection model. The
involved parameters in the combined model can be esti-
mated using a minimum of five GCp.

It has been established that the epipolar lines in scenes
captured according to parallel projection are straight lines
and parallel to each other. The generation of normalized
scenes, where there is no y-parallax between conjugate
points and a meaningful x-parallax value that is linearly
proportional to the depth requires projecting the original
scenes onto a common plane followed by an in-plane trans-
formation. The transformation from the original scenes into
normalized ones can be directly established through a 6-
parameter affine transformation using a minimum of five
GCP. Experimental results with Ikonos and SPOT imagery
verified the feasibility and success of the proposed resam-
pling procedure.

Future work will focus on DEM and orthophoto genera-
tion based on the normalized scenes. Inclusion of higher
order primitives (such as linear and areal features) and object
space constraints within the parallel projection model will
also be investigated. Moreover, we will investigate the effect
of the deviations from the assumptions in the pTP transforma-
tion (especially, the flat terrain). In addition, we will look
into the possibility of eliminating the need for GCP to carry
out the normalization procedure through relative orientation
of stereo-scenes captured according to parallel projection.
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