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1 | INTRODUCTION

Namseok Ko?

| Jaewook Lee’® | Yeunwoong Kyung® |

Abstract

To guarantee a high data transmission rate in heterogeneous mobile networks,
sufficient small base stations (SBSs) and user plane function (UPF) instances
should be active. However, the excessive operation of SBSs and UPF instances
can increase the operating expenditure (OPEX) for the network operator. To
balance the data rate and OPEX, we propose a joint UPF instance-SBS sched-
uling algorithm (J-UBSA). In the proposed J-UBSA, a controller periodically
determines the appropriate number of active SBSs and UPF instances based on
estimated variations in session requests. The decision-making process is for-
mulated as a constrained Markov decision process and converted into a linear
programming model to obtain the optimal solution using a traditional algo-
rithm with low complexity. Evaluation results demonstrate that J-UBSA can
substantially reduce the OPEX while guaranteeing a suitable average data rate
for mobile devices.

KEYWORDS
constrained Markov decision process, joint optimization, operating expenditure, sleep
scheduling, user plane function

SBSs and UPF instances must be increased. However,
this can lead to a higher operating expenditure (OPEX)

To increase the data transmission rate in a radio access
network by allowing the spatial reuse of frequencies
[1-3], several small base stations (SBSs) should be
deployed. Meanwhile, the user plane function (UPF) can
be implemented as a containerized software instance
[4-6], and each UPF instance can serve a certain data
rate by allocating resources to the container instance.
Hence, to increase the data rates using an end-to-end
structure in mobile networks, the number of operating

for network operators [5, 7, 8]. Therefore, to balance the
tradeoff between data rate and OPEX, the appropriate
number of active SBSs and UPF instances should be
determined based on the number of mobile devices
(MDs), which can be equated to the number of protocol
data unit (PDU) session requests.

We propose a joint UPF instance and SBS scheduling
algorithm (J-UBSA), in which the controller periodically
adjusts the number of operating SBSs and UPF instances
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based on estimated variations in PDU session requests.
For example, if more PDU sessions are expected, the con-
troller proactively increases the number of operating SBSs
and UPF instances. However, owing to the latency in acti-
vating SBSs and/or initializing UPF instances, their quan-
tities should be predetermined based on the estimated
session requests. To minimize the OPEX while ensuring
adequate data rates, we formulate a constrained Markov
decision process (CMDP). To obtain the optimal stochastic
policy, the formulated problem is converted into a linear
programming (LP) model that can be efficiently solved
using conventional low-complexity algorithms. Evaluation
results demonstrate that J-UBSA can substantially reduce
the OPEX while guaranteeing an adequate average data
rate for MDs. In addition, J-UBSA adapts its policy accord-
ing to the operating environment (i.e., minimizing the
number of SBSs and UPF instances while limiting the
number of MDs handled per SBS and UPF instance). The
contributions of this study are as follows. (1) To the best of
our knowledge, this is the first effort to jointly optimize
the number of operating SBSs and UPF instances, ensur-
ing an adequate end-to-end data rate with a reduced
OPEX. (2) The joint optimal policy for operating SBSs and
UPF instances has a low computational complexity,
thereby facilitating the implementation of the proposed
algorithm in real systems. (3) Evaluation results encom-
pass various environments. The comprehensive evaluation
provides valuable insights and practical recommendations
for the design of cost-efficient and high quality-of-service
(QoS)-guaranteed mobile networks.

The remainder of this paper is organized as follows.
Section 2 provides a summary of related work. Section 3
introduces the proposed J-UBSA and its working princi-
ples. The CMDP is formulated in Section 4. Evaluation
results are presented in Section 5. Finally, we draw con-
clusions in Section 6.

2 | RELATED WORK

Numerous studies have been focused on balancing the
tradeoff between data rate and OPEX [5, 7-18]. These
studies rely on either (1) base station (BS) scheduling
[7-11, 13, 15] or (2) network function (NF) instance
scheduling [5, 12, 14, 16-18]. Sambo and others [8] pro-
posed a simple BS sleep scheduling algorithm with a
motion sensor that detects MDs in the coverage area.
Chopra [7] analyzed the tradeoff between the data rate
and fairness and proposed a sleep scheduling configura-
tion according to the number of connected MDs. Lee and
others [10] studied sleep scheduling for energy-harvesting
BSs considering the uncertainty of harvesting energy to
reduce the OPEX. Celebi and others [11] analyzed traffic

load statistics using gamma approximation and proposed
two sleep scheduling algorithms based on traffic load sta-
tistics. Luo and others [13] proposed a joint power con-
trol and sleep scheduling algorithm and formulated a
Lyapunov optimization problem to minimize power con-
sumption and delay. Lee and others [15] investigated a
traffic threshold to adjust the coverage of BSs to reduce
the OPEX. Femenias and others [9] analyzed the perfor-
mance of BS scheduling policies considering the number
and/or locations of MDs.

Nguyen and Rotter [5] proposed a reinforcement-
learning-based UPF instance scheduling algorithm to
minimize UPF instances while maintaining the QoS con-
sidering traffic volumes. Woo and others [14] designed a
method for NF elastic scaling in which the states of the
NFs are shared using a distributed shared object space.
Leyva-Pupo and others [12] formulated an integer LP
problem to determine the number of UPF instances and
MD allocation to the UPF instances. Subramanya and
Riggio [18] designed centralized and federated
approaches to predict the number of required NF
instances based on the expected traffic demand. Wu and
others [16] developed formal abstractions for general NF
packet-processing pipelines to accommodate up/down
NF scaling. Lin and Leon-Garcia [17] proposed and dem-
onstrated a prototype to monitor network performance
metrics (e.g., data rate) and manage NF instances for
improving the MD QoS.

Notably, the numbers of operating SBSs and UPF
instances have not been optimized in existing studies.

3 | PROPOSED J-UBSA

Figure 1 shows the system model for this study. We con-
sider heterogeneous wireless networks comprising one
macro-BS and multiple SBSs. The BSs are interconnected
with each other and clouds. To reduce the OPEX, the net-
work operator can deactivate certain SBSs (that is, it acti-
vates the sleep mode in certain SBSs), but the macro-BS
cannot be set to the sleep mode to avoid disrupting the ser-
vice coverage. When several SBSs are in the sleep mode,
the data rate in the radio access network may drop owing
to inadequate spatial frequency reuse. Hence, to guarantee
suitable data rates in the core networks, the operator should
increase the number of UPF instances.! However, an exces-
sive operation of UPF instances may increase the OPEX.

! Allocating more resources to active UPF instances may increase data
rates, but this requires temporarily stopping the active UPF instances,
leading to service interruptions. Therefore, we assume that the network
operator adjusts the number of UPF instances to ensure the data rate
while minimizing the potential impact to service continuity.
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UPF instances

PDU session variation

Lt

# of active SBSs
and UPF instances

@ : Active mode

@ : Sleep mode

FIGURE 1 System model.

We exploit J-UBSA in the network controller to
balance the tradeoff between data rate and OPEX in
mobile networks. Specifically, the controller dynami-
cally determines the number of operating SBSs and
UPF instances by considering variations in PDU session
requests. We formulate the CMDP model, which is
elaborated in the following section, to make the optimal
decisions.

4 | CMDP

In the CMDP model, an agent follows a series of actions
to minimize (or maximize) a cost (or reward) while
adhering to specific constraints [19]. The network opera-
tor makes decisions regarding the numbers of active SBSs
and UPF instances over time at steps denoted as T=
1, 2, 3, ... to minimize the OPEX while ensuring that the
data rate is maintained at an acceptable level. Hence,
the numbers of SBSs and UPF instances should be mini-
mized while maintaining the average number of MDs
handled per SBS and UPF instance below a predeter-
mined threshold. The notation for the CMDP model is
summarized in Table 1.

4.1 | State space

State space S can be defined as the Cartesian product of
three individual state spaces, namely, B (number of SBSs
in active mode), U (number of active UPF instances), and
M (number of MDs):

ETRI Journal—WI LEYM

TABLE 1 Notation for CMDP model.

Notation Description
S State space
B State space for number of active SBSs
U State space for number of active UPF instances
M State space for number of MDs
Np Number of SBSs
Ny Maximum number of UPF instances in cloud
Ny Maximum number of MDs
A Action space
Ag Action space for SBS scheduling
Ay Action space for UPF instance scheduling
1/2p Average latency for activating SBSs
1/Au Average latency for initializing UPF instances
Unit cost for operating single SBS
Unit cost for operating single UPF instance
Co Average OPEX
178 Average number of MDs handled per SBS
VU Average number of MDs handled per UPF
instance
S=BxUxM. (1)

Let N be the number of SBSs in the system model.
Then, B can be expressed as

B=1{0,1,2, .., Ng}. (2)

For Ny being the maximum number of active UPF
instances in the cloud, U can be described as

U={0,1,2, .., Ny}. (3)

Similarly, for Ny being the maximum number of
MDs in a system model, M can be described as

M={0,1,2, .., Ny}. (4)

4.2 | Action space
Action space A is defined as

A:AB XAU, (5)

where Ag and Ay are the action spaces for SBS and UPF
instance scheduling, respectively.
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Ag=10,1,2, .., Nz}, (6)

where Ag( € Ag) is the number of SBSs that the control-
ler attempts to operate at the next timestep.

Au={0,1,2, .., Ny}, (7)

where Ay (€ Ay) is the number of UPF instances that
the controller attempts to operate at the next timestep.

4.3 | Transition probability

All states in the system have independent transitions.
The state of the number of SBSs in active mode, B, is
influenced by the SBS scheduling action, Ag. Similarly,
the state of the number of active UPF instances, U, is
affected by the UPF instance scheduling action, Ay.
Therefore, the transition probability from current state
S=[B, U, M| to next state S'=[B,U’,M’'] can be
described as

P[S'|S, A] = P[B|B, Ag] x P[U'|U, Ay] x P[]M'|M]. ~ (8)

We assume that the latency for activating the SBSs
follows an exponential distribution with mean 1/45. The
probability of activating the SBSs within decision period ¢
is Ag7 [20]. The latency for activating SBS is needed only
when the current number of SBSs in active mode, B, is
less than the number of SBSs that the controller tries to
operate during the next timestep, Ag (i.e., only when
Agp > B). Therefore, the corresponding transition probabil-
ity can be calculated as

ABT, if B :AB
1—Agr, if B=B (9)
0, otherwise.

P[B|B, Ag>B] =

Meanwhile, SBSs can be deactivated immediately.
Thus, when Ap < B, the corresponding transition proba-
bility can be calculated as

1, if B=A
P[B/|B, Ay <B] = { L (10)
0, otherwise.

We also assume that the latency for initializing
the UPF instances follows an exponential distribution
with mean 1/iy. The probability of initializing the
UPF instances within decision period z is Ayz [20].

Therefore, the corresponding transition probability can
be calculated as

/1[]7.', if U,:AU
1—Ayr, ifU' =U (11)

0, otherwise.

P[U'|U, Ay > U] =

Because UPF instances are immediately deactivated
(i.e., the latency of deactivating UPF instances is zero),
when the number of active UPF instances U is larger
than or equal to that of SBSs that the controller attempts
to operate at the next timestep, Ag, the latency for deacti-
vating the SBS can be neglected. Thus, P[U'|U, Ay < U]
can be expressed as

1,ifU=A
PU'|U, Ay <U] = Y (12)
0, otherwise.

Furthermore, the transition probability of M can be
defined statistically as follows:

r(S, A)=aB + U, (13)

where a and g are the unit costs of operating a single SBS
and UPF instance, respectively.

A state diagram based on the formulated CMDP
model is shown in Figure 2. The number of MDs, M,
remains constant, regardless of the action, to simplify the
diagram. In Figure 2, each case represents the state tran-
sitions resulting from a specific action of the CMDP
agent. For example, when Ag>B and Ay > U (i.e., Case
1), state (B;U) transitions to state (Ap;U) with probabil-
ity (1 —Ay7)ape.

Case 1.4 > B, Ay>U

A -4yt

Case 2. Ag< B, Ay<U

1.0
Ap; Ay

FIGURE 2 Simplified state diagram of CMDP model.
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44 | Cost and constraint functions

441 | Costfunction

We define the cost function for the OPEX, which is pro-
portional to the number of active SBSs and UPF instances
the network operator. The cost function for the OPEX,
r(S,A), is defined as.

4.4.2 | Constraint functions

We define constraint functions for the data rate. To deliver
an adequate end-to-end data rate in mobile networks, we
limit the number of MDs served by a single SBS and UPF
instance to certain thresholds. We assume that MDs are
uniformly distributed on the service coverage area, and
their PDU sessions are uniformly distributed over the
active UPF instances. Therefore, the constraint functions
for the number of MDs at a single SBS and UPF instance,
cg(S, A) and cy (S, A), respectively, are defined as

M
cs(S, A) = (14)
M
(S, A) =7 (15)
4.5 | Optimization

To obtain the optimal solution in the target stochastic
environment, we first define time-averaged performance
metrics (i.e., OPEX, number of MDs handled per SBS, and
number of MDs handled per UPF instance) using the limit
supremum. In detail, the time-averaged OPEX, number of
MDs per SBS, and number of MDs per UPF instance,
Co,wp, and yy, respectively, can be expressed as

N e
o= }erlosup?ZE[r(Szf, Ar)l, (16)
t/
1 t
Wp= }Lrglosup;ZE[CB(St’, Ar)l, (17)
[/
and
1 t
vy = tlirgsup?ZE[cU(Sﬂ, Av)ls (18)
[/

where Sy and Ay are the state and chosen actions at
t' € T, respectively.

With the time-averaged performance metrics, the
minimization of the OPEX while maintaining the num-
ber of MDs per single SBS and UPF instance below cer-
tain levels can be formulated as follows:

min{o, (19)
s.t.yp <60 and y; <0y, (20)

where 7 represents the policy that determines the proba-
bility of selecting a specific action per state. The
upper bounds for the average numbers of MDs per single
SBS and UPF instance are denoted by 6z and 6Oy,
respectively, which ensure a continuously adequate
data rate.

To convert the CMDP model into an equivalent
LP model, we introduce decision variable ¢g,, which
represents the stationary probabilities of state S and
action A.”> The LP model can be represented as follows:

rginZZ(pS AT(S, A), (21)
T A
subject to
Z Z(pS,ACB(S’ A) <05, (22)
5 A
ZZ(PS,ACU(S, A) <0y, (23)
5 A

S 0sa=>" ws4PlS|S, Al (24)
A S A
SN wsa=1, (25)
S A

Ps.420. (26)

The objective function described in (21) aims to mini-
mize the average OPEX of the network operator. The
constraints in (22) and (23) are aligned with those of the
CMDP model stated in (20). In addition, (24) represents
the constraint for the Chapman-Kolmogorov equation,
whereas the probability properties are satisfied by the
constraints in (25) and (26).

Once optimal solution ¢g, of the LP model is
obtained, we can derive the optimal stochastic policy, 7 *,

2Converting the CMDP model into an LP problem is a widely used
general solution method [21-23].
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for the CMDP model. The optimal policy represented by
the optimal probability distribution allows the controller
to dynamically determine the numbers of active SBSs and
UPF instances.

5 | EVALUATION RESULTS

To demonstrate the effectiveness of the proposed J-UBSA
in terms of OPEX and data rate, we devised the following
comparative approaches: (1) MAX, in which the network
operator activates the maximum number of SBSs and
UPF instances; (2) MIN, in which the network operator
activates one SBS and one UPF instance; (3) OPT-BS, in
which the network operator operates the optimal number
of SBSs and randomly activates UPF instances; and
(4) OPT-UPF, in which the network operator operates
the optimal number of UPF instances and randomly acti-
vates SBSs. The optimal number of SBSs in OPT-BS and
that of UPF instances in OPT-UPF are the same as those
selected by J-UBSA.

We used several performance metrics to evaluate the
algorithm effectiveness, including the average OPEX, {g;
average number of MDs per SBS, y5; average number of
MDs per UPF instance, y;; and satisfaction ratio (QoS)
regarding the data rate, y,. Satisfaction is reduced if yp
and y; exceed their upper bounds for the average num-
ber of MDs per SBS and UPF instance, 6z and 6. In this
case, y, is calculated as min(fs/w3, Ou/yy). On the
other hand, if w; <65 and w; <0y, no satisfaction degra-
dation occurs, and y, equals 1.

The default parameters were set as follows. The num-
ber of SBSs, N, was 5, and the maximum number of
active UPF instances, Ny, was 5, while the maximum
number of MDs, Ny, was 15. The rates for activating
SBSs, 4, and initializing UPF instances, Ay, were set to
0.55 and 0.8, respectively. The unit costs for operating a

single SBS and UPF instance, a and f3, respectively, were
set to 1. The upper bounds for the average number of
MDs per SBS and UPF instance, 65 and 6y, were set to
3.5 and 3, respectively.

51 | Effect of E[M|

Figure 3 shows the effects of the average number of MDs,
E[M], on the algorithm performances. Figure 3A shows
that the average OPEX, (,, obtained from J-UBSA
increases with increasing E[M]. This is because numerous
MDs demand activating an adequate number of SBSs and
UPF instances to ensure a satisfactory data rate. In
J-UBSA, the controller acknowledges this requirement
and dynamically adjusts the number of active SBSs and
UPF instances in proportion to the number of MDs. Spe-
cifically, by considering the variation in the number of
MDs, the controller dynamically changes the number of
active SBSs and UPF instances. For example, when the
number of MDs is expected to increase, the controller
increases the number of active SBSs and UPF instances
in advance, thus increasing the OPEX for the network
operator. A sufficient number of SBSs and UPF instances
should be activated in advance before the number of
MDs increases to seamlessly guarantee a satisfactory data
rate considering the latency for activating SBSs and/or
initializing UPF instances.

Figure 3B,C shows that the average numbers of MDs
handled per SBS and UPF instance, ywg and yy, of
J-UBSA do not exceed upper bounds 05 and 0y, respec-
tively (i.e., an adequate data rate can be guaranteed).

OPT-BS and OPT-UPF follow the policy of J-UBSA
for the numbers of active SBSs and UPF instances,
respectively. Hence, the number of active SBSs in
OPT-BS (or UPF instances in OPT-UPF) increases pro-
portionally with the average number of MDs, E[M], thus
increasing the OPEX. In contrast, the average OPEX, (o,

10 8 T
——J-UBSA —%—J-UBSA

9t —O—MAX 7 || —6—Max
—=—MIN —=—MIN

gt —O—OPT-BS —O—OPT-BS
—4— OPT-UPF 6 | —A— OPT-UPF

7r b 5

6t ///'4//j

b — K L

£ ot =5 24
VS A — X K
G—mo e

4 -

3

20 1= = 1= 1]

- L

4 6 8 10 12 14
E[M]

FIGURE 3 Effect of average number of MDs on average (A) OPEX, (B) number of MDs handled per SBS, and (C) number of MDs

handled per UPF instance.
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for MAX and MIN remain constant regardless of E[M].
This is because they do not adjust their policies based on
the number of MDs but maintain a fixed number of
active SBSs and UPF instances.

5.2 | Effectof]

Figure 4A,B shows the effect of the SBS activation/UPF
initialization rate, 4, on the average OPEX, ¢, and aver-
age satisfaction ratio, y, respectively. Figure 4A shows
that ¢, using J-UBSA decreases with increasing A, possi-
bly because a higher 4 enables more dynamic control of
the number of SBSs and UPF instances according to the
number of MDs. Hence, J-UBSA can maintain a reduce
the number of active SBSs and UPF instances, thereby
reducing the OPEX without compromising the

10 7 T
—k— J-UBSA
9 ——MAX |-
—H—MIN
s | —O—OPT-BS | |
—A— OPT-UPF

0.70 - .
—%— J-UBSA

0.65 | —&— MAX
—F— MIN

0.60 - —O—OPT-BS | |

’ —A\— OPT-UPF
0.55p = = = 21|
050 L L 1 1 L L 1
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

A

(B)

FIGURE 4 Effect of SBS/UPF instance activation rate on
average (A) OPEX and (B) satisfaction ratio.
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satisfaction ratio (Figure 4B). The similar OPEX
trends observed for OPT-BS and OPT-UPF are due to
the replication of the J-UBSA policy regarding the num-
ber of active SBSs and active UPF instances, respectively.
In contrast, MAX and MIN do not consider A in their
operating policies, resulting in a constant OPEX irrespec-
tive of 4.

5.3 | Effectofa

Figure 5 shows the influence of the unit cost of operating
a single SBS, «, on the average OPEX, {,, and other met-
rics. Average OPEX (, increases for all schemes as unit
cost a increases. However, J-UBSA consistently achieves
the lowest OPEX among the compared schemes, except
for MIN.

The advantage of J-UBSA can be attributed to its effi-
cient strategy for minimizing the number of active SBSs,
particularly when unit cost « is high. By activating only
necessary SBSs, J-UBSA optimizes the utilization of
resources, leading to a reduced OPEX compared with
other schemes in various cost scenarios.

5.4 | Effect of 0p

Figure 6 shows the effect of the upper bound on the aver-
age number of MDs handled per SBS, 6g. Figure 6A,B
shows that J-UBSA minimizes the OPEX while ensuring
that the number of MDs per SBS remains below upper
bound #p. This is because J-UBSA activates the necessary
SBSs by considering dynamic changes in the number
of MDs.

10

—%— J-UBSA
9 F|—5—MAXx
—B—MIN

g | |[—©—o0PT-BS
—A— OPT-UPF

FIGURE 5 Effect of unit cost for operating a single SBS on
average OPEX.
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FIGURE 6 Effect of the upper bound for average number of MDs per SBS on average (A) OPEX, (B) number of MDs per SBS, and

(C) satisfaction ratio.

The comparison schemes do not consider fluctuations
in the number of MDs or the latency associated with acti-
vating SBSs (or initializing UPF instances). Conse-
quently, they fail to consistently maintain the number of
MDs per SBS below 6g (Figure 6B). Consequently, their
satisfaction ratio deviates from 1, unlike J-UBSA, which
maintains a satisfaction ratio of 1 across all the scenarios,
as shown in Figure 6C.

6 | CONCLUSION

We introduce J-UBSA to optimize the scheduling of SBSs
and UPF instances based on fluctuations in PDU session
requests. By formulating the problem as a CMDP and con-
verting it into an equivalent LP model, we derive an opti-
mal policy for SBS and UPF instance scheduling with low
complexity. Evaluation results demonstrate that J-UBSA
can substantially reduce the OPEX while ensuring a satis-
factory data rate. In future research, we plan to extend our
algorithm to consider MD locations, enabling the dynamic
activation of specific SBSs based on their proximity to
MDs. Such enhancement may further improve the effi-
ciency and performance of mobile networks.
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