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We propose a flow admission control (FAC) for setting
up a wire-gpeed connection for new flows based on their
negotiated bandwidth. It also terminates a flow that does
not have a packet transmitted within a certain period
determined by the users The FAC can be used to provide
ardiabletransmission of user datagram and transmission
contral protocol applications. If the period of flows can be
st to ashort time period, we can monitor active flowsthat
carry apacket over networksduring theflow period. Such
power ful flow management can also be applied to security
systemsto detect a denial-of-service attack. We implement
a network processor called a flow management network
processor (FMNP), which is the second generation of the
devicethat supports FAC. It hasforty reduced ingruction
st computer core processors optimized for packet
processing. It is fabricated in 65-nm CMOS technology
and has a 40-Gbps process performance. We prove that a
flow router equipped with an FMNP is better than legacy
sysemsin termsof throughput and packet loss.
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|. Introduction

In packet-switching networks, a packet flow is a sequence of
packets from a source hogt to adegtination [1], [2]. A flow can
be uniquely identified by the following parameters within a
certain time period: source and destindtion IP address, source
and dedingion port, and laye-4 protocol, that is a
transmission control protocol (TCP), a user datagram protocol
(UDP), and an Internet control message protocol.

In the fourth layer of the open systems interconnection
modd, there are typicaly two types of protocal flows. a TCP
and aUDP[3], [4]. A TCPis an end-to-end protocol used to
compensate for packet loss and disordering caused over
networks. A TCP egtablishes a connection of flows usng a
threeeway handsheke. It is used for connection-oriented
sarvices like the World-Wide Web (WWW), email, and the
file trandfer protocol (FTP). For a better throughput of TCP
flowsat arouter, sudies have been conducted on the admission
control of a TCP flow that discards an initiated packet of the
TCP flow in a network node [2], [5]-[7]. These sudies show
that the TCP admisson control improves the performance of
TCP flows in terms of the flow throughput and transfer
completiontime.

On the other hand, a UDP uses asmple transmisson modd
without connection sstup procedures to provide rdiability,
ordering, or data integrity. Therefore, UDP gpplications must
generdly accept some loss, errors, or duplication. Common
network gpplications that use a UDP indlude the domain name
systemn, such streaming media applications as IPTV, voice over
IR trivid FTPR, IPtunnding protocols, and many online games.
It is expected tha the rise of new dreaming gpplications [8]
and new P2P protocols [9] will rapidly increese the use of a
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UDP as a trangport protocol. Congestion-ingenstive UDP
goplications that consume a large fraction of avalable
bandwidth could endanger the gability of the Internet.
Network-based mechanisms have been proposed to minimize
potentid  congestion collgpse effects of uncontrolled heavy
UDRP traffic loads. The datagram congestion control protocol
(DCCP) was desgned as a partid solution to this potentid
problem by adding end hogst TCP-friendly congestion control
behavior to high-rate UDP greams, such as streaming media
[10].

As an dterndive solution of DCCRP, flow admisson control
(FAC) isproposed in this paper, in which a.connection is set up
for a UDP flow. FAC can provide a rdiable trangmisson of
UDP gpplications againg congestion and does not inflict other
flowsin sarvice smply by rgecting anew flow in acongested
node. FAC can dso be applied to TCP gpplications, replacing
the TCP admission control agorithms used at routers [2], [5]-
[7]- Thus, it can improve the performance of flow throughput
without looking up synchronize packets to identify the starting
packet of aTCPflow in anintermediate node.

OpenHow was designed as anew network paradigm, which
enables researchers to test new ideas on an exiging network
infragtructure [11], [12]. An enormous amount of effort has
recently been focused on the commercia success of OpenHow
through the Open Networking Foundation (ONF) [13], [14].
For large-scde commercid OpenHow networks, performance
of the contraller is one of the issues to be resolved [15]. This
paper notes that today’s controller implementations are unable
to handle a huge number of new flowsin high-speed networks
with 10-Gbps links. Therefore, FAC is believed to be one of
the key dements in both the forwarding plane and control
plane for OpenHow, which is trying to innovate current
network technologies.

We have developed a network processor (NP) called a flow
management (FM) NP (FMNP), dso known as an OmniFHow
processor, which implements the FAC dgorithm based on
hardware. The FMNP does not have a pipdined architecture
with multiple stages but has rather a sngle stage with 32 core
processors. Thus, it can conduct incorporate packet processing,
from packet lookups to scheduling. It dso supports a wire-
gpeed connection setup for flows that are not registered in the
flow information table and a connection termination of flowsin
which there is no packet trangmitted within a period
determined by the users. Wire-speed FAC is expected to be
used not only for OpenFHow to develop new network services
but aso for network QoS to provide rdiable tranamissions of
UDP/TCP gpplications againgt congestion. It has been shown
that fast FM can contribute to the implementation of various
goplications [16]. In particular, upon andlyzing the routing
paths of active flows, it was found that wire-speed FAC is
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effectively used for the detection and prevention of distributed
denid of service (DDoS) attacks [17]. We bdieve that the
FMNP will be used to explore new network services by
manipul ating and monitoring active flows.

The remainder of this paper is organized as fdlows In
section |l, the dructure of the NP and the flow-based
mechanism are reviewed. In addition, we propose a scdable
architecture of the FMNR In section I, we andyze the
hardware performance of a DDR2 SDRAM contraller, which
is one of the most critica issues for implementing the FMINP,
Through smulations, the performance of FAC is evaduaed for
a comparison with legacy modds in terms of bandwidth
utilization and packet loss Next, section IV shows the reaults
of implementation and verification of the FMNP chip. As an
gpplication of the FMNP, the OmniFow system is proposed in
section V. Findly, some conduding remarks are given in
sction VI.

1. Architecture

An NP is a software programmable device for packet
processing, such as pattern matching, address lookups, queue
management, scheduling, and so on. It has two architecturd
fetures for high performance: multicore processors and a
pipdine [18], [19]. A multicore processor executes multiple
ingructions with two or more independent actud processors
(cdled “cores’), which increases the performance of program
execution. According to Amdahl’s law, the speed of the
program execution in multiple processors is dominated by the
sequentia fraction of the program rather than by the number of
processors [20]. This means that how the workload (program)
is assgned to each processor is important for efficient pardld
processing. The FMNPR, which has 32 multicore processors,
usudly digtributes the workload to each core on a packet-by-
packet basis and sometimes assigns the workload on a flow
basisto maintain the sequence of incoming packets.

The FMNP does not have a pipdined architecture, and, thus,
it can do dl packet processng within a single stage, from a
packet lookup to scheduling. Cisco's NP QuantumHow, is a
typical case and enables more flexibility for cooperative packet
processing [21].

1. Pardlelism

A sequence of packets in the same flow should be
maintained over networks to meet the requirements of higher
layers, such as TCP[22]. However, there are severd factorsin
changing the sequence in multicore processors. Therefore,
multicore NPs require specific schemes to keep the packet
sequence of each flow [23]. Figure 1 illustrates how the

ETRI Journal, Volume 34, Number 6, December 2012



n-thA flow
®n n-th B flow
L, nrth C flow
©n n-th D flow

Flow-based multicore processors

4th A flow [p 4]
A3} HA3]
waiting .

3rdA flcrw

Packet arrival order Packet departure order

Executed
flow

Ag[ag[a1]

Independent sequence
among different flows

S

Flows are classified by flow ID

1st B flow
processing

Fig. 1. How-based parald packet process.

sequence for the same flow is kept in the FMNR. There are
eight packets belonging to one of four flows (An, Bn, Cn, and
Dn) to be processed in the cores, where n represents the order
of ariva. When the FMNP receives a packet, it should send
the packet to one of the cores for packet processing. The
FMNP uses the flow numbers to decide which core to use to
processthe packet. If thereis any core processing a packet with
the same flow number as the recaived packet, the received
packet is sent to that core. If there is no core processing a
packet with the same flow number as the received packet, the
FMNP sends the received packet to one of the idle cores
Based on the rule of packet didribution, packet A3 is sent to
Core 1, followed by packet A4, since packets A3 and A4 have
the same flow number, A. This makes packet A4 wait in the
queue of Core 1 even if dl the remaining coresarein anidle
date. Packet B1 isassgned to Core 4, followed by packet B2.

2. FMNPArchitecture

The FMNP has a scaable architecture, as shown in Fg. 2,
which conggts of five mgjor blocks: aphysicd interface block,
that is, aflexible heeder parser (FHP), aphyscd layer receiver
(PHY _RX), an egress scheduler (ESch), and aPHY tranamitter
(PHY _Tx); a switch interface block, thet is, an ingress Sch
(Isch), a switch fabric Rx (SF_Rx), and an SF Tx; a daa
bridge; acontext Sch (ConSch); and aprocessor array (PA).

A daabridge is a bridge that connects one physcd interface
block to one of the PAs or one switch interface block to one of
the PAs. Each PA contains 16 multicore processors. The packet
processing power is easily increased Smply by duplicating the
PA block and then pasting it to the data bridge. Externd data
interfaces are d 0 easly extended by duplicating the physica
interface block and the switch interface block and then pasting
them to the data bridge. The white-colored blocks represent a
unit of the functiona block used for scdability. The FMNPis
the second generation of the device that supports FAC. The
first-generation device conggts of a unit functiond block. The
FMNP has a unit functiona block and an additiond PA and

ETRI Journal, Volume 34, Number 6, December 2012

FMNP
L PALl PAN
1 K> FeMm
ces ==
EonSch I:ConSchl ConSchn
7
Data bridge <> DBM
NSE
<o (Tcam)
<5>{Local CPU
Ingress
Egress

Fig. 2. Scalable architecture of FMNP,

physicd interface block.

Incoming packets are processed dong two data pahs, as
shown in Fig. 2: ingress and egress. Ingress packets ariving a
the framer interface of the PHY _RXx are sent to one of the PAs
through the data bridge. The packets leave the switch fabric
interface of the SF Tx through the daa bridge after being
processad in the PA. Egress packets coming from the switch
fabric interface of the SF_Rx arrive a the PA through the data
bridge and then return to the data bridge after packet processing
by the PA. The packetsfindly leave the framer interface of the
PHY_Tx.

For functiond blocks dong the ingress path, the PHY _Rx
that receives packets through SP14.2 from the externd MAC
device segments the incoming packets into 48-byte chunks and
dores them in the data block memory (DBM), except for the
firgt chunk. An FHR, which conssts of four reduced indruction
st computer (RISC) core processors, parses the firgt chunk
using a microcode and generates a hash key and vaue to
identify the flow for a packet. The data bridge has a mux and
demux architecture that connects one of the framer interfacesto
one of the PAs The ConSch determines one of 32 contextsin
the PA to process achunk, as described in section 1.1, and then
forwards the chunk to the PA. The PA indudes 16 RISC core
processors. Each processor has two contexts (threads) and an
internal memory that can store 2,048 ingtructions. One of the
multicore processors continuoudy monitors dl flows and
terminates any regigtered flow that has an aisence of packets
for aperiod of time. The period of each flow, which we define
as the “dlowed deeping timeout” (astimeout), can be st by
the usarsto be short. All of the multicore processors can access
the flow block memory (FBM) to dore the flow-date
informetion, the DBM to gtore data packets, and the network
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search engine (NSE) to store a lookup table. One of the main
jobs of the PA is to schedule packets to meet the QoS
requirements. It determines the scheduling information: timeto
send (TTS), queue number, and output port number. The TTS
representsthe output time of the packet. The PA sends a pointer
to the ISch to locete a packet in the DBM dong with the
scheduling informetion above. The scheduler saves the pointer
in a cdendar queue of the schedule table of the DBM and
eventudly retrieves it after sending out a complete packet in
due time. The S-_Tx converts the packet into internd switch
framesto transmit to the switch fabric.

For functionad blocks dong the egress path, the SF_Rx,
which receives egress packets from the switch fabric, soresal
packets except for the first chunk in the DBM, after converting
the internd switch frames of a packet into chunks. The PA
sends the packets to the ESch dong with scheduling
information after processing them. Like the ISch does in the
ingress path, the ESch schedules packets using the scheduling
information, such as TTS and queue number. The PHY _Tx
sends the packet to the MAC device dter assembling the
chunksto make acomplete packet.

3. How Management

The FMNP has a wire-gpeed connection setup of flows to
support the wire-speed FAC. Fgure 3(a) shows the connection
setup and packet forwarding procedures.

When a packet arrives & the FMINPR, aflow ID is determined
by the FHP block, which generates a 48-byte hash key and
22-hit hash vdue. The hash key is extracted from the header of
the packets or acertain part of the packets programmed by the
users. Receiving the hash information and the packet, the PA
accesses the flow base (FB) table by taking a 22-hit hash vdue
as a table address to search for the flow information of the
packet. If no flow information exids at the address, the flow
connection is not set up. Thus, the PA gtarts a new connection
setup of the flow. Firg, the PA registers the new flow into the
FB table that oresthe hash information, flow gatigtics, and 0
on. Second, the PA builds up and stores the flow information of
the FM table by referring to the forwarding information base
(FIB) and dlassification tables. The FM tableis used to forward
the packet to a degtination port of the flow and to generate the
scheduling information of the flow. The entries of the FIB and
FM tables are filled with predefined parameters that are
mapped to the flows. The parameters of the FIB and FM tables
ae determined by the routing protocols and management
sysdems. After cregting the FM table, the PA transfers the
packet to the scheduler aong with the forwarding and
scheduling information. If the flow of a packet has dready
been registered in the FB table when the packet arrives at the
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FMNP, the PA refers to the FIM table to create the scheduling
and forwarding information. It then transfers the packet to the
scheduler dong with thisinformation.

The FIB, dassficaion, and FM tablesare dl induded in the
FBM, 1G DDR2 SDRAM, which can be accessed by the 32
multicore processors. The FB table has a maximum of 6M
flow entries. Each entry has 64-byte flow datathat incdludesthe
hash information, astimeout, gatidtics, and the pointer to an
entry of the FM table for the forwarding and dassfication
information. We use atechniqueto register the entries, whichis
showninFg. 3(b).

Receiving a hash key and vdue from the FHP, the PA
acceses the FB table by taking a 22-bit hash vdue as an
address of the table. If there is no flow information & the
address, the connection of the new flow is set up for the
received packet. For the regidration, the entry of the FB tableis
stored with the gatigtics, as-timeout, hash key, and so on. If any
flow information exigs in the address, the PA compares the
hash key of the recaived packet with the one stored in the FB.
If they match, the stored flow information is used to processthe
packet. If there is no match, the PA jumps to the extended FB
to search for the flow information. It then repests the same
deps as above. After stting the astimeout of the flow, the PA
continuoudy checks the flow gatus. The astimeout of each
flow can be st differently and is continuoudy checked to
update the flows. The flows are terminated if there is no packet
during the astimeout. If the period is st to be short, we can
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monitor the active flows that have packets during service. This
festure can be applied to security systems to prevent DDoS
atacksand to afagt FAC to guarantee the QoS of theflows.

1. Performance Andysis

In this section, we andyze the peaformance from two
different perspectives the bandwidth of a memory controller
and an FAC. The hardware processing power of the FMNPcan
be estimated by the former, and the differentiated FM can be
evauated by the laiter.

1. DaaBlock Memory Interface

One of the most critica issues when implementing a high-
gpeed NPis alack of bandwidth of the externa data memory
interfaces used to gore and forward incoming packets. We
mus develop effective arbitration logics to maximize the
bandwidth utilization of the memory intefaces Therefore,
andyzing the performance of the totd memory bandwidth is
important to estimate the processing power of NPs.

A. Sructure

The FMNPhasaDBM controller (DBMC) with an efficient
abitration dgorithm to control many agents that compete to
access the DBM, as shown in Fig. 4. The DBMC has four
memory interfaces of DDR2 SDRAM DIMM. The DBM
externdly connected to the DBMC is dlocated for the queue
buffer to gore packets and the queue table to contain the
scheduling informeation. The following agents have access to
the DBM for packet processing.

« PHYO Rx and PHY 1 Rx write the queue buffer packets
received from the physicd links.

« ESch0_A and ESchl A write apointer in acadendar queue
of the queue table to schedule packets tranamitted to the
physica links.

«ESch0 B and ESchl B obtain a pointer in a cdendar
queue of the queue buffer by a virtud dock and then read a
complete packet from the queue buffer to tranamit packets to
thephysicd links.

« SF Rx writes the queue buffer packets recaived from the
switch fabric.

«1Sch A writes a pointer in a calendar queue of the queue
table to schedule packets transmitted to the switch fabric.

«1Sch B obtains a pointer in a caendar queue of the queue
buffer by avirtua dock and then reads a complete packet from
the queue buffer to tranamit packetsto the switch fabric.

« PAO and PA1 write the first chunk of packets to the queue
buffer after processing.

Table 1 showsthe access types and ratios of the queue buffer
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Table 1. DBM accessratio (%).

W2E/DIE Max Typica Min

access
Buffer WR/RD 49.60 45.00 36.69
Ingress TableRD 0.19 2.38 6.34
TableWR 0.13 133 3.52
Buffer WR/RD 49.60 45.00 36.69
Egress TableRD 0.30 4.07 10.89
TableWR 0.18 222 5.87

and queue table in the DBM obtained using a smulator made
with Verilog code and Perl script. According to three types of
flows, that is, max, typicd, and min, we andyze the ratio
performance based on the types of DBM access A “min” flow
meansthat dl of the packetsare 44 bytesin sze. A “max” flow
means that dl of the packets are 4,096 bytes Findly, a
“typicd” flow hastwo types of packets: onethat is 4,096 bytes
(75%) and one that is 44 bytes (25%). The DBM has a queue
buffer and queue table for ingress and egress packet flows.
Many internd blocks of the FMNP have access to the DBM
information. Thus, we can dassfy the access to the DBM into
siX types of operdions, as shown in Table 1. The WR/RD
buffer is used to store a packet and retrieve it from the queue
buffer of the DBM. The RD table is used to read informetion
fromthe queuetable.

The WR table is used to write scheduling information to the
quevue table. Table 1 dso shows the ratio of the DBM access
bandwidth based on the types of DBM access. For amax flow,
theratio of the packet WR/RD buffer is dominant, whereas the
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retio of the RD/WR table is amdl. As the packet size of the
flow increeses, the ratio of the RD/WR table incresses Table 1
a0 shows thet the ratio of the RD/WR table is higher in the
egress path than in the ingress path. The reason for thisis that
the egress path requires more scheduling procedures than the
ingress path requires, in architectura terms.

B. Performance Analysis

We cdculaed the available bandwidth of the DBMC using
(2). Since the FMNP has four externd memory buses 64 bits
wide and operates using a 556-MHz clock, the totd available
bandwidth isabout 72 Gbps. We assume that the bus utilization
isabout 50%.

BWa\/a" (M b/S) = Bnum ><Wb X Ir‘lt‘rclk xU. (1)

B.um : the number of banks

W, buswidth per bank (bits)
Intfyy : interface clock rate (MHZ)
U : busutilization

We smulated the demanded bandwidth of the DBM
interface using the three types of flows and compared it to the
available bandwidthin Fig. 5.

The figure indicates that the FMNP has aufficient power to
process typicaly sized 40-Gbps packets, though it does not
support the flow of the minimum packet size (min). However,
we think that the actua bus utilization is higher than the
edimation, as the bus utilization is higher than the 50%
consarvativey used in (1). Thus, we bdieve that the FMNP can
dmost support wire-speed packet processng.

2. Evauation of FAC

Gengdly, the legacy router supporting connection
admisson control (CAC) determines the acceptance or
rgection of a new flow depending on the service leve
agreement, which indudes the flow information, such as the
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service dass, negotiated flow bandwidth, and so on. If the totdl
bandwidth passes over the threshold of the alowed bandwidth
by a new flow, the flow is rgected. Contrary to the legacy
router, the flow router implemented with the FMNP supports
the CAC (as with the FAC) when considering the actud traffic.
The flow router does not admit a new flow if the total sum of
the average input rates of the admitted flows exceeds the
capecity of the flow router. In addition, the flow router cen
discard the packets of a specific flow under a congestion
situation to control the throughput of the flow router.

We smulaed three types of routers to edimae the
performance of their bandwidth utilization in terms of the
CAC: the pesk cdl rate (PCR)-based CAC (Juniper modd),
the measurement-based CAC (messurement-based admission
control [MBAC] modd), and the proposed flow router (FAC
modd).

In the Juniper router [24], the CAC is performed based on
the PCR for alabd switched path (LSP) to support DiffServ
traffic enginesring. In [24], to enhance the link utilization, LSP
sze oversubsoription and link size oversubscription are
recommended, especidly for best effort traffic. According to
[24], “LSP sze oversubscription is to configure smply less
bandwidth than the peek rate expected for the LSP, and the link
Size oversubscription is to increase the maximum reservable
bandwidth on the link.” The oversubscriptions may increase
packet delay and cause packet loss [24]. We assume that the
LSP sze oversubscription is 0.8 x PCR and that the link sze
oversubscriptionis 1.2 x output link rate.

In the MBAC modd [25], the input traffic is measured over
period (P), which is split into units of sampling period (S). The
largest value among the input traffic va ues measured over each
unit of the sampling period is conddered the current load (CL).
A new flow is permitted if the sum of the PCR of the new flow
and the CL is less than or equd to the output link rete. It is
smulated under the condition of P/S=10 and S=1,000 unit
times (2 ps), where the unit time is the trangmisson time of a
256-byte packet at the output link rate.

We assume that dl of the three sysems have the same
smulaiion paramgers shown in Fg. 6. 32 flows 110k
x 256 byte queue buffer per flow, 1-Gbps maximum output
rate, and 256-byte input packets We use the sdlf-amilar traffic
modd that eech connection isfed by a Pareto distributed on-off
process. The shape parameters for the on and off intervas are
st to 1.4 and 1.2, respectively. Hence, the Hurd parameter is
0.8. It is damulated until the number of admitted packets
reaches at least 500M.

The output bandwidth is 1 Ghps, and the flow bandwidth is
variable at up to 100 Mbps. We measured the following
parameters, increasing the input rate of each flow from 10% of
the maximum rate (100 Mbps) to 98%: throughput (utilization),
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mean delay, number of admitted flows, and packet lossrate.

Figures 7 and 8 show the number of admitted flows and their
packet lossratio, respectively, asthe offered load increases. The
offered load means the input rate of aflow. The packet lossin
the rgjected connectionsis not considered.

In the case of the Juniper modd in Fg. 8, the packet loss
garts, owing to traffic congestion, when the offered load
reaches 0.7, and the packet loss ratio increases as the load
increases because of the LSP and link size oversubscription.
The number of admitted flows of the FAC and MBAC modds
decreases as the load increases. Thus, we can protect aloss of
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Fig. 10. Packet throughput.

packets in the flows serviced by limiting the number of
acoepted flows Even if a packet loss occurs from an
unexpected surge of traffic flows, these models can minimize
theloss. The number of admitted flowsinthe MBAC modd is
less and decreasss less regularly than thet in the FAC modd,
depending on the measurement error.

Figure 9 shows the mean delay of packets. The mean dday
of the Juniper mode increases sharply as the waiting time of
packetsin the queuesincreases The dday time of the FAC and
MBAC modds repesats the ups and downs after the load
reeches 0.2. The reason for this is that the delay time drops
whenever the number of admitted flows decreases. Whenever
the number of admitted flows decreases by one, a congested
date is ingantly rdeased, such that the packet processng
becomes faster. The mean delay of the FAC modd is grester
than thet of the MBAC modd due to the difference in the
number of admitted connections.

Fgure 10 shows tha the throughput of the FAC modd is
best among the three types of systems, on average. Although
the throughput of the Juniper modd is best in a high load, the
packet loss occurs due to congestion, as shown in Fg. 8. The
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throughput of the FAC modd linearly increases up to 1 Ghyps,
while the packet loss rate is dmogt zero. There are ups and
downsin the throughput after the offered load reaches 0.3. The
throughput ingtantly drops whenever the number of admitted
flows decreases by one. Aswe can seefrom Figs. 8 through 10,
itisdear that the FAC mode hasthe best performanceinterms
of throughput and packet loss rate in this Smulation scenario
because it paforms the CAC based on accurate traffic
variables per flow.

IV. Verification and Implementation

The mog difficult pat of a chip desgn is the task of
verifying whether the logic desgn conforms to the
specifications. In this section, we present the test bench
designed for functiona verification of the FMNP and then
show theimplemented chip specification.

1. Design Veification

We developed a test bench architecture that is targeted to
verify the FMNP design. The FMNP supports the layer-3
protocol of IPv4, 1Pv6, and multiprotocol labd switching. It
has programmable support for Ethernet, frame relay, point-to-
point protocol, and fiber channd over Ethernet initidization
protocol of the second layer. The complete test bench
implemented with Verilog and Perl is designed in alayer-based
architecture, asshownin Fg. 11.

The Perl modulelayer (SL1 1and SL1 2)isonthetop leve.
The second-leve layer isthe smulation executable layer, SL2,
which interfaces with the Perl layer. Thethird layer, SL3, isthe
complete design and test bench component layer. The mgor
Perl modules are a sender and a checker that creste a
connection to the Verilog test bench through the corresponding
sockets and pipes. The sender generates the command and
packet data based on the test case configuration. The Verilog
test bench receives the command data, which it decodes, and
then gppliesthe packet dataasastimulusto the FMNR

The checker receives the command and packet information
from the sender, which it uses as areference. The checker dso
recaives the resulting data from the Verilog test bench using a
recaiver socket, which it compares with the reference data to
obtain a passffal gatus. The post processor module counts the
number of errorsto generate the passand fail Satigtics. On each
interface bus, the Verilog test bench has interface monitors that
capture the data on the interface and send it to the checker via
Socket2 usng Verilog programming language interface (PLI)
calls. The functiona coverage is captured a the SPI14.2
interface, which targets the various packet formats to be
supported in the FMNP. We executed about 1,000 test casesto
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Fig. 12. Layout of FMNP.

verify dl corner cases of the FIMNP design and achieved
complete coverage (100%) for the functiond verification.

2. Chip Implementation

We chose a TSMC foundry, which is suitable for the FMNP
design in terms of cost and technology. The FMNP uses
sverd thirdpaty libraies incuding ternary content-
addressable memory (TCAM), phase-locked loop, RAM, and
I/0 cdls Mogt of the FMNP desgn is synthesized using
Verilog models of a gandard cdl library and third-party
libraries in 65-nm CMOS technology. Figure 12 shows the
layout of the chip.

The FMNP has 2,196 RAM instances, including 140
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indances of reparable SRAM. The gae count of the
synthesized chip is about 25M, and the totd memory bits are
17.6M, except for the repairable memory a 9.25 Mbits. The
dieszeis 17 mm x 17 mm. The power consumption is about
48 W. The core voltageis 1 V. The FMNP packageisa 2,377-
bal high-performance flip-chip bdl grid array with a 12-layer
ubdrate, and its size is 50 mm x 50 mm. A back-annotated
timing analyss and Smulation were performed under aworst-
case condition, and the maximum operating dock rate was
556 MHz with a considered clock uncertainty of 30%.

V. Application

Recent network services have become more complicated by
the deep rdationship between the L2 and L3 forwarding
protocols and the L7 gpplication protocols. This means that a
result of L7 protocol processng affects L2 and L4 protocol
processing. Some premium network services strongly require
the incorporation of protocol processing through multilayers
for packet forwarding. This is shown in security systems like
intrusion detection and prevention systems, in which incoming
packets are ingpected by L7 protocols and then dropped or
forwarded by L2 or L3 protocolsreflecting the results of the L7
protocal processing [26]. Sufficing for the trend of network
sarvices and problems described above, the OmniFlow system
was invented, which conggs of two subsystems: a high-layer
OmniHow system (HLOS) and alow-layer OmniHow system
(LLOS) [27], assshownin Fig. 13.

LLOS, induding multiple FMNPs, is well fitted for the
protocol processing of lower layers from L2 through L4,
generating aflow 1D of incoming packets, managing the flow
datebase (DB), and retrieving the flow ID when the flow is
terminated. HLOS comprising multiple general purpose

interfaces!

Physical

Flow ID LLOS
management

+ (H): High layer
+(L): Low layer

@ (b)

Fig. 13. Configurations of OmniFlow system, consisting of low-
and high-layer subsystems: () packet flow and (b)
control information flow.
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processors is used for protocol processing of higher layerslike
layer 7. It is a scdable architecture that can be eadily extended
smply by adding more processors if its treffic load increases.
The key dement of the OmniFHow system isthe reference flow
ID thet provides a good communication channd between two
ubsysems. Each subsystem has a DB referenced to the flow
ID to process incoming packets. The DB has two types of
information. Shared information (SIN) is the information
commonly used and shared by two subsystems. Exclusive
information (E-IN) istheinformation exclusively used for each
subsygem. The information indudes datidics packet
processing rules, and results. By exchanging the information of
SIN with the peer subsystem, each subsystem can maintain
the complete amount of information necessary to seamlesdy
process protocols of incoming packets from a low layer to a
high layer. This means that packets with the same flow 1D
assigned by LLOS are interactively processed by two separate
subsysems. It is exemplified that HLOS can sometimes detect
acritical virus and attack in incoming packets because LLOS
tranamitted them to HLOS with a flow ID. If this occurs,
HL OS natifiesthe dtuation to LLOS dong with the flow ID of
the packets shared by LLOS. LLOS is then able to block the
following incoming packets, so that HLOS is unloaded by
getting rid of thejob of processing the hazard packets.

The OmniHow system, which is a flow-based connection
sysem, offers more advantages than exiging systems for the
following ressons. The fird resson is that two separate
ubsysems can be independently implemented and evolved,
resulting in a shortening of the development time of the whole
sysem. The second reason is that we can reuse exiding
sysemsor gpplications of the high layer running on the generd
purpose processor without modifying it too much. The third
reason is that the scdability of the general purpose processor
sysem can be easly expanded to the OmniFlow system
through Ethernet interfaces if a user wants to increese the
system performance.

A DDaS attack occurs when multiple systems flood the
bandwidth or resources of the target systems, which are usudly
one or more Web servers. This usudly creates many abnormd
flows within a certain period of time. A DDoS attack can be
detected using the rdaionship between the number of active
flows and their characteridtics [17]. For example, a DDoS
atack can be dedared when the totd flow bandwidth is
abnormaly small compared to the number of flows.

As a grong candidate for future Internet use, OpenFlow
separates the contral plane from the data plane and connects
them using an open interface called the OpenHow protocal. An
open interface dlows network users to control packet flowsin
the data (forwarding) plane, which enables the implementation
of virtua networks, user mohility, future Internet, and trangport
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layer protocols. Generdly, when the OpenHow system
recaives a packet, it first checks whether the packet flow isin
sarvice by checking the forwarding table. If the packet flow is
not registered in the forwarding table, it is forwarded to the
controller. The contraller recaiving the packet creates the flow
information of a new flow, including the forwarding and
classfication information, and then sendsit to the switch. Thus,
we obsarved that there are some Smilarities between FAC and
the packet processing of OpenFow. Therefore, we bdieve that
afunction such as large FM or a wire-gpeed connection setup
can be very ussful for implementing OpenFlow systems for
future network services.

V1. Concluson

The proposed FAC supports a wire-goeed connection setup.
It dso terminates aflow that does not have a packet tranamitted
within a certain period st by users Thus, it provides the
function to monitor active flows that carry a packet over
networks during a short time period. We propose that thiswire-
speed FM will be very useful for the following applications:
the rdidble tranamisson of UDP/TCP applications agangt
congestion, security (DDoS), and future network services.

To support a hardware-based FAC, we implemented the
FMNP using 65-nm CMOS technology that has a scddble
architecture and 40 core processors (32 packet processing cores
and 8 packet hashing cores). The FMNP is the second
generation of the device that supports FAC. The FMNP is a
scadable architecture that easly increases the performance by
adding eech functiond block to an internd bridge. We
andyzed the externd memory bandwidth, which is the most
critic part inthe design of ahigh-gpeed NP, It was proven that
the FMNP has a sufficient performance to support 40 Gbps.
We aso showed that the flow router equipped with the FMNP
was better than legacy sysems in terms of throughput and
packet loss. We bdieve that the FMNP will provide solutions
for exploring future network services.
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