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In existing mobile computing environments, users need to choose between their

privacy and the services that they can receive from an application. However,

existing mobile platforms do not allow users to perform such trade‐offs in a fine‐
grained manner. In this study, we investigate whether users can effectively make

utility‐privacy trade‐offs when they are provided with a multilevel privacy control

method that allows them to recognize the different quality of service that they will

receive from an application by limiting the disclosure of their private information

in multiple levels. We designed a research model to observe users’ utility‐privacy
trade‐offs in accordance with the privacy control methods and other factors such

as the trustworthiness of an application, quality level of private information, and

users’ privacy preferences. We conducted a user survey with 516 participants and

found that, compared with the existing binary privacy controls, both the service

utility and the privacy protection levels were significantly increased when the

users used the multilevel privacy control method.
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1 | INTRODUCTION

Mobile applications utilize users’ private information to
provide personalized services to users. However, there are
many mobile applications that cause privacy infringement
problems by excessively accessing users’ private informa-
tion that is not necessary to provide to their services. Some
users, who are seriously concerned about privacy infringe-
ment, avoid installing and using such mobile applications
[1]. However, some users place more weight on the service
utility that they can receive from an application and ignore
the potential privacy infringement problems that might be
caused by the application [2]. According to the privacy cal-
culus theory, users’ privacy decisions on disclosing their

private information are made by making a trade‐off
between utility and privacy [3].

However, existing mobile platforms do not allow users
to perform such precise trade‐offs. Although most of the
existing mobile platforms provide functions for managing
permissions to access users’ private information, users can
employ merely binary privacy controls while submitting
their private information to mobile applications. In other
words, in response to an application's request to access a
user's private information, the user can either “allow” or
“deny” the access to the private information. In addition,
under the current mobile platforms, users are provided with
very limited information to make efficient privacy deci-
sions. For example, the latest mobile operating systems
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from Google and Apple allow users to check only the types
of private information to be sent to an application. There-
fore, in many cases, users cannot effectively understand the
application's purpose of using the private information.

There have been few studies done on providing fine‐
grained privacy controls to users in mobile computing envi-
ronments. Although there are some studies that proposed
multilevel privacy control methods, they focused mostly on
the technical issues of making mobile applications to deal
with multilevel private information. To the best of our
knowledge, there have been no systematic studies on
checking the effectiveness of using multilevel privacy con-
trols in terms of maximizing users’ utility of mobile appli-
cations and minimizing the quality and quantity of private
information to be transmitted to the applications.

The main purpose of our study was to present empiri-
cal evidence of the effectiveness of using multilevel pri-
vacy controls in mobile computing environments. In this
study, we investigate whether users can effectively make
utility‐privacy trade‐offs when they are provided with a
multilevel privacy control method that allows them to
recognize the different quality of service (QoS) that they
will receive from an application by limiting the disclo-
sure of their private information in multiple levels. To
investigate this, we defined the following research
questions:

RQ1: Can users make more efficient utility-privacy
trade-offs by using multilevel privacy controls compared
with using existing binary privacy controls?
RQ2: How do privacy-related factors such as the trust-
worthiness of an application, the quality level of private
information, and the users’ privacy preferences that are
known to affect users’ utility-privacy trade-offs influ-
ence users’ multilevel privacy controls?

To answer these research questions, we conducted a user
survey with 516 participants. In the survey, the participants
were asked to make privacy decisions in practical usage sce-
narios of mobile applications. The usage scenarios were based
on different situations involving the use of mobile applica-
tions, such as different trustworthiness of the applications, and
various levels of private information to be provided to the
applications. To make the participants consider the practical
situations of using mobile applications, we allowed users to
choose mobile applications that they are familiar with. In addi-
tion, by applying the privacy‐related factors that have been
identified in related studies, we could find that all the privacy‐
related factors significantly affect the multilevel privacy con-
trols at the point of users’ privacy controls.

The rest of this paper is organized as follows. In Sec-
tion 2, we explain the theoretical background and hypothe-
ses about the relationship between multilevel privacy

controls and users’ utility‐privacy trade‐offs. In Section 3,
we describe the design of our user survey and its proce-
dure. In Section 4, we present and analyze the results of
the user survey by using a statistical method. We discuss
the analysis results and the issues with the validity of the
results in Section 5. In Section 6, we explain existing work
on modeling and analyzing users’ privacy decisions, and
discuss how our analysis goal and approach are different
from them. Finally, in Section 7, we conclude the paper
and discuss future works.

2 | BACKGROUND AND
HYPOTHESES

2.1 | Utility‐privacy trade‐offs
A utility-privacy trade-off refers to the behavior of users
when choosing between the perceived service utility of an
application and their privacy protection when deciding on
whether to provide private information to the application
[4]. Understanding these trade‐off behaviors of users is
essential not only for users but also for service providers.
Service providers usually collect users’ private information
to provide personalized services that can satisfy users’
expectations [5].

A number of studies have been performed to analyze
the mechanism of utility‐privacy trade‐offs made by
users. A representative concept of the utility‐privacy
trade‐off is called the privacy calculus theory. This con-
cept frames users’ disclosure of private information as a
trade‐off between the service utility and the privacy risks
[6]. The majority of related studies simply assumed that
the service utility is inversely related to the privacy risk
and presented various mathematical models to express
utility‐privacy trade‐offs. However, some studies
observed users’ utility‐privacy trade‐offs made in practi-
cal situations and analyzed the relationship between the
users’ privacy decisions and various factors such as the
trustworthiness of service providers, the quality level of
private information to be sent to the service providers,
and the users’ privacy preferences [7]. They found that
these privacy‐related factors significantly influence the
users’ privacy decisions.

2.2 | Multilevel privacy controls

Kim et al. defined various types and quality levels of pri-
vate information in an ontology‐based model called the
quality of private information (QoPI) model [8]. A QoPI
level defines the quality of private information that can be
sent to a mobile application by modifying the original pri-
vate information to a form that meets a user's privacy
requirement. A QoPI modification method indicates the
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method that can be employed for modifying users’ private
information into a required abstraction level (ie, a QoPI
level). The QoPI model can represent 17 types of contex-
tual properties in four contextual aspects that might affect
users’ privacy decisions.

As explained in the study, the multilevel privacy control
method allows users to provide their private information
by modifying its quality at a certain level that they want.
To do that, it is necessary to define multiple quality levels
of private information and the modification methods that
modify the original private information according to the
quality level selected by a user. In the previous study, they
conducted an intensive survey on existing approaches to
represent multiple abstraction levels of private information,
and defined a model to represent five different quality
levels of private information (from “no disclosure of pri-
vate information” (Level 0) to “full disclosure of private
information” (Level 4)) that can be applied to various types
of private information in the mobile computing domain.

Figure 1 shows the QoPI model that they proposed in
their previous work [8]. The parts that are highlighted with
a red box are for specifying the QoPI levels and the modifi-
cation methods. The “Original Private Information” indi-
cates the users’ original private information. The “Modified
Private Information” is the users’ private information that is
modified into a certain quality. The “QoPI Level” specifies
the quality of private information that is to be provided to a
service provider. The “Modification Method” specifies a
modification method to be used to modify the original pri-
vate information according to a QoPI level.

Although the previous study of Kim et al. showed that
users prefer to use the multilevel privacy control method
than the binary privacy control method, there is room for
further research. First, it is necessary to understand how
different privacy control methods affect users’ privacy deci-
sions in a given situation. Second, it is necessary to ana-
lyze what privacy‐related factors affect users’ privacy
decisions when they use multilevel privacy controls.

2.3 | Hypotheses on privacy‐related factors

2.3.1 | Privacy control methods

The presence of an efficient privacy control method helps
users to reduce their perceived privacy risks. Milne and
Boza showed that users’ privacy concerns are reduced
when they feel they can control their private information
[9]. Chellappa and Sin also found that, regardless of the
quality level of private information, those who can control
their private information usually want to provide more pri-
vate information to service providers compared with users
who do not have such control [10]. Based on these find-
ings, we can assume that compared with the binary privacy
control method, the multilevel privacy control method will
make users be more protective in providing their private
information (H1), while still allowing mobile applications
to access greater amounts of their private information, but
of lower quality (H2).

2.3.2 | Trustworthiness of applications

The trustworthiness of an application is one of the main
criteria that users consider when choosing a service provi-
der. Existing studies define the trustworthiness of an appli-
cation as the basis of the quality of personalized services
that it provides [11]. Kehr et al. also found that the trust-
worthiness of a smartphone application affects users’ per-
ceived service utility of the application [12].

Users’ privacy concerns with a service provider are usu-
ally reduced if they trust the service provider. Milne and
Boza showed that building trust from users by a service
provider is crucial to reduce users’ privacy concerns with
the service provider [9]. Because of this, the trustworthi-
ness of a service provider affects users’ privacy controls
and their intention of providing private information [2].

When using the multilevel privacy control method,
compared with the binary privacy control method, users
will make moderate privacy decisions by choosing an
appropriate quality level of privacy information on the
basis of the trustworthiness of a mobile application. There-
fore, we hypothesize that users will protect their privacy
even for trustworthy mobile applications when they have
multilevel options to provide private information to the
applications (H3). In addition, users will utilize some of
the services that are provided by untrustworthy applications
when they can limit the amount and quality of private
information to be sent to the applications (H4).

2.3.3 | Quality level of private information

Several studies showed that the quality level of private
information is an important factor that greatly affects users’
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privacy decisions [13,14]. The reason for this is that pro-
viding high‐quality private information to an application is
considered as a high risk of privacy exposure [15]. The
quality level of private information also affects the
expected service utility from an application. Users usually
expect more service utility when they provide high‐quality
private information to an application [16].

When users are presented with the multilevel privacy
control method, compared with the binary privacy control
method, they can modify the high‐quality level of private
information to a certain abstract level such that their pri-
vacy can be protected while achieving a certain level of
service utility. Therefore, we hypothesize that users will
utilize some services from mobile applications that require
high‐quality private information when they can modify this
information by using the multilevel privacy control method
(H5). In addition, even if a mobile application asks for
low‐quality private information, users can still try to protect
their privacy by further limiting the amount and quality of
private information (H6).

2.3.3 | Privacy preferences

Many studies showed that users’ general tendency toward
privacy (privacy preference) affects the disclosure of their
private information [13,14,17]. Knijnenburg and Kobsa
showed that users with a positive privacy preference (opti-
mistic users) disclose more of their private information
while trying to increase the perceived service utility [18].
However, users with a negative privacy preference (pes-
simistic users) usually have high privacy concerns [17] and
limit the disclosure of their private information [19]. There-
fore, pessimistic users usually do not try to increase the
perceived service utility by providing more private infor-
mation [17].

Compared with the case of using the binary privacy
control method, by using the multilevel privacy control
method, users can control both the degree of privacy pro-
tection and the level of service utility when making moder-
ate privacy decisions based on their privacy preferences.
Therefore, we hypothesize that users who have a positive
privacy preference will use more privacy protection when
they use the multilevel privacy control method (H7). On
the other hand, users who have a negative privacy prefer-
ence will achieve more service utility by using the multi-
level privacy control method (H8).

2.4 | Research model

Figure 2 depicts the research model that we define to ana-
lyze the effect of privacy‐related factors on users’ utility‐
privacy trade‐offs made by using the multilevel privacy
control method. For this, the hypotheses (H1 to H8) that

we posed in Section 2.3 are related to the privacy control
methods and the users’ utility‐privacy trade‐offs.

By proving the first and second hypotheses (H1 and
H2), we can show that different privacy control methods
make users perform different utility‐privacy trade‐offs. If
the third and fourth hypotheses (H3 and H4) are proven,
we can say that the trustworthiness of a mobile application
can be mitigated using the multilevel privacy control
method. The fifth and sixth hypotheses (H5 and H6) are
used to show how the quality level of private information
affects the utility‐privacy trade‐offs when using different
privacy control methods. The effects of users’ different ten-
dencies toward information privacy can be analyzed using
the seventh and eighth hypotheses (H7 and H8).

3 | USER SURVEY

3.1 | Design of the user survey

A scenario‐based questionnaire [20] was selected for over-
coming the disadvantages of the two hypothesis testing
methods employed by existing studies. The first hypothesis
testing method [9,21] involves merely asking questions of
participants for each hypothesis. One of the advantages of
this method is the possibility of conducting large‐scale sur-
veys. However, if the participants cannot understand the
exact intention of a question, they may not correctly state
their privacy preferences. Furthermore, it may not be possi-
ble to validate a hypothesis if the questionnaire does not
reflect the practical usage patterns of users. The second
hypothesis testing method [17,18,20,22] comprises a
demonstration application or a simulation tool that allows
participants to experience a set of proposed features, and
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then validates a hypothesis based on the privacy control
patterns generated by the participants. This approach
thereby helps in identifying the applicable privacy control
patterns of the participants. However, because the partici-
pants may not be familiar with the demonstration applica-
tion or the simulation tool, this approach facilitates the
collection of different data from those of the participants’
usual privacy control patterns.

The user survey has been designed to reflect practical
mobile computing scenarios. The authors have focused on
studying users in mobile computing environments, because
they have become the most popular and common comput-
ing environments employed by people worldwide. Further-
more, applications that run in mobile computing
environments generally incorporate regular private informa-
tion [8]. We defined a set of realistic scenarios of accessing
services from mobile applications under different situations
and circumstances involving disclosure of users’ private
information. Different from the existing studies that simply
asked users’ privacy preferences on mobile applications,
our user survey was conducted in a way that users can
actually consider the practical situations of performing their
privacy controls on mobile applications. In addition, our
user survey was conducted to answer our research ques-
tions by testing the hypotheses on the basis of the research
model described in Section 2.4.

Regarding the privacy control method, we asked the
participants to consider both the binary and the multilevel
privacy control methods for the same situation in the user
survey. When the binary privacy control method was pre-
sented, users could only answer either “allow” or “deny”
when disclosing their private information in a given situa-
tion. Using the multilevel privacy control method, users
could select one of the five QoPI levels, as described in
Section 2.2.

Regarding the trustworthiness of the mobile application,
in order to observe the difference in a user's privacy deci-
sions according to the trustworthiness of the mobile appli-
cation, we let the users choose the most trustworthy and
untrustworthy applications among 10 candidate mobile
applications. In particular, these candidate applications
were chosen among the top three applications from the 10
most popular categories in the domestic Android market
during the survey period. In order to perform cross‐valida-
tion, the participants were asked to provide the reasons for
considering a specific application as the most trustworthy
or untrustworthy among multiple candidate applications.

The quality level of private information was determined
on the basis of its confidentiality. According to Halsum et
al., the confidentiality of information represents the confi-
dence factor of the level of the information [23]. Although
the type of private information is fixed, the value of private
information can affect the confidentiality of private

information. For example, for locational information, low‐
precision locational information such as the name of a city
where a user resides is regarded as low‐quality private
information. However, the user's home address is regarded
as high‐quality private information.

In the user survey, users’ privacy preferences are deter-
mined from their privacy decisions made by using the bin-
ary privacy control method rather than by asking them to
describe their own privacy preferences. This is because
there is a concern about the privacy paradox phenomenon,
which indicates a difference between the users’ privacy
concerns and their actual privacy behaviors [3]. We
assumed that a user has a positive privacy preference if he/
she provided high‐quality private information to the most
untrustworthy mobile application. Users with negative pri-
vacy preferences were identified by checking whether they
did not provide even low‐quality private information to the
most trustworthy mobile application. We classified other
types of users as having neutral privacy preferences.

3.2 | Survey scenarios

We created eight different scenarios of disclosing users’
private information for accessing services from mobile
applications. The scenarios were devised by considering
the different perceived trustworthiness of mobile applica-
tions (trustworthy vs untrustworthy), different perceived
levels of private information (high vs low), and privacy
control methods that were available (binary vs multilevel).
Table 1 lists how each scenario reflects a situation in which
the different values of the privacy‐related factors are repre-
sented.

The questionnaires were prepared by considering each
participant's privacy‐related preferences, such that they
could easily imagine the real situations of using the mobile
applications. For each questionnaire, a sample value of pri-
vate information was provided to the participants so that
they could easily gauge the level of the private information

TABLE 1 Characteristics of beta‐ray‐emitting radioisotopes

No.
Trustworthiness
of an application

Quality level
of private
information

Privacy control
method

Q1 Trustworthy Low Binary

Q2 Multilevel

Q3 High Binary

Q4 Multilevel

Q5 Untrustworthy Low Binary

Q6 Multilevel

Q7 High Binary

Q8 Multilevel
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to be sent to a mobile application. The way of answering
the questionnaires and the provision of QoS information
are the only differences between the questionnaires for the
binary privacy control method and those for the multilevel
privacy control method. In addition, the five‐level QoS that
was mapped to the quality levels of private information
was provided to the participants.

Figure 3 shows screenshots of the questionnaires pre-
sented to the participants during the user survey. Figure 3A
shows questionnaire for the binary privacy control, and
Figure 3B shows that for the multilevel privacy control. As
shown in the figure, these two cases present the same
description of a practical situation of using a mobile appli-
cation, the name of the target mobile application (ie, Goo-
gle Photos), the type of private information requested by
the mobile application (ie, photo and video), and the level
of the private information (ie, low). As mentioned earlier,
the only difference between these two cases is the way of
answering the questionnaire (binary vs multilevel) and
providing QoS information of the application.

3.3 | Participants

The participants were recruited from among a panel in an
online survey agency.1) Therefore, we were able to investi-
gate privacy decisions made by typical mobile users with
various demographics in terms of their gender, age, and
occupation. The content and method of the user survey
were approved by our Institutional Review Board (IRB)
committee. Out of the total number of respondents that

were asked, 548 respondents (50%) participated in the user
survey. Among them, 516 participants finished the survey
and received a compensation of 1,700 KRW (1.5 USD).
The proposed user survey was conducted with a confidence
level of 95% and an error margin of ±4.32% [24]. The
demographics of the participants are listed in Table 2. The
sex ratio was 4:6 in favor of females. The ages and occu-
pations of the participants were diverse.

3.4 | Survey procedure

The overview of the survey procedure is as follows. First, a
participant is asked to select an application that he/she thinks
to be the most trustworthy among the candidate applications
shown on the survey screen. The application selected by the
participant is used as the trustworthy application that will be

Description about the situation of 
making a privacy decision

Description about the question
- Type of private information
- Quality level of private information
- Target mobile application

(A) (B) 

Binary answer

Multi-level answer
- Quality of private information
- Quality of service

FIGURE 3 Sample questionnaires used for the user survey: (A) sample questionnaire for the binary privacy control method and (B) sample
questionnaire for the multilevel privacy control method

TABLE 2 Demographics of the survey participants

Variable Category Number (%)

Gender Male 188 (36)

Female 328 (64)

Age 20–29 148 (29)

30–39 237 (46)

40–49 121 (23)

50+ 10 (2)

Occupations Other businesses 181 (35)

Office worker 149 (29)

Student 76 (15)

Housewife 64 (12)

Others (no job or else) 46 (9)

1)http://www.dooit.co.kr/
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considered for the next four questions in the survey scenario.
In addition, the participant is asked for the reason why he or
she selected the application as the most trustworthy.

Second, as shown in Table 1, the participant is asked to
make a privacy decision for disclosing low‐quality private
information to the trustworthy application by using the bin-
ary privacy control method (Q1). Next, the participant is
asked to make a privacy decision by using the multilevel
privacy control method under the same situation (Q2). This
survey procedure is designed intentionally in this sequence
because the main purpose of the survey was to observe
how participants who are familiar with the binary privacy
control method behave differently when they are presented
with the multilevel privacy control method.

Third, in the next two questions, the participant is asked
to make privacy decisions for disclosing high‐quality pri-
vate information to the trustworthy application by using
each of the privacy control methods (Q3 and Q4). Fourth,
the participant is asked to select the application that he or
she thinks to be the most untrustworthy among the candi-
date applications and to provide the reason for selecting the
application. Then, in the next four questions, the participant
is asked to make privacy decisions for each type of private
information for the untrustworthy application by using each
of the privacy control methods (Q5–Q8). Finally, the par-
ticipant is asked to give feedback on the usability of the
multilevel privacy control method in a five‐level Likert
scale: Level 1 (very easy) to Level 5 (very difficult).

4 | ANALYSIS OF SURVEY RESULTS

4.1 | Analysis of our research model

We used the partial least squares‐structural equation model-
ing (PLS‐SEM) method to analyze our research model. In
particular, we used the SmartPLS tool, which is one of the
most popular tools used for PLS‐SEM analyses [25]. This
method measures the complex cause‐effect relationships
among given factors. Especially, it focuses on maximizing
the explanatory power of the variables in the model rather
than on the statistical accuracy of the estimate. Because we
did not know whether each factor was an appropriate vari-
able and whether there were sufficient sample data, we
found formative and reflective constructs by using the
PLS‐SEM method. This method has also been used for
similar purposes in other related studies [4,26].

To evaluate the goodness of fit of our research model,
we used the R2 score, which assesses the structural model's
explanatory power. According to Cohne's study, the R2 score
classifies the effectiveness of a structural model into three
levels: low (0.02 ≤ R2 < 0.13), middle (0.13 ≤ R2 < 0.26),
and high (R2 ≥ 0.26) [27]. As shown in Figure 4, the R2

score of privacy protection was 0.325 and that of service

utility was 0.360. Both the R2 scores were higher than 0.26,
indicating that our research model had a moderate fit.

Next, we applied the bootstrapping procedure to check
the validity of each item of our research model [28,29].
This enabled us to measure the significance level of the
relationship between the independent variables and the
dependent variables. The result of the bootstrapping with
500 samples showed that the relationship between the vari-
ables of each path in our model was statistically significant
(P < 0.05). Except for two paths of the privacy preference
with the trustworthiness of applications (service util-
ity = 0.007, privacy protection = 0.030), the remaining six
paths showed P values of <0.001.

Then, we tested the direct and indirect relationship
between the factors of our research model to verify our
hypothesis. Figure 4 shows the results of the PLS analysis
of our research model, which summarizes our hypothesis
testing. Each path shows its path coefficients (β's) and p
values.

For the response to RQ1, our results showed that the
multilevel privacy control method provided more effective
utility‐privacy trade‐offs than the binary privacy control
method. Figure 4 shows the relationship of the privacy con-
trol method with the service utility and privacy protection.
The privacy control method had a positive relation with
privacy protection (β = 0.195, t = 27.359). This means that
the multilevel privacy control method increased the privacy
protection compared with the binary privacy control method,
supporting H1. Moreover, the privacy control method had a
positive relation with service utility (β = 0.298, t = 27.210).
This means that the multilevel privacy control method
increased the service utility compared with that of the binary
privacy control method, supporting H2. Therefore, the above
two results answered RQ1 affirmatively.

Utility-privacy tradeoffs

Privacy 
protection
R2 = 0.325

Service 
utility

R2 = 0.360

Privacy control 
methods

0.026*

Trustworthiness 
of applications

Quality level 
of private 
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Privacy 
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Privacy-related factors

(RQ1) Multi-level privacy control method increases both 
the privacy protection and service utilities

(RQ2) Privacy-related factors significantly affect users’ utility-privacy 
tradeoffs when using the multi-level privacy control method

–0.032** –0.144*** –0.159***

0.103*** –0.064***
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FIGURE 4 PLS‐SEM analysis results of our research model
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For the response to RQ2, we confirmed that privacy‐
related factors affected users’ utility‐privacy trade‐offs in the
multilevel privacy control method. To answer this question,
we ran our research model with half of the participants’
answers using the multilevel privacy control method. The
goodness of fit of the model showed a medium level of
effectiveness (R2 score of service utility = 0.142, R2 score of
privacy protection = 0.162). Moreover, the result of the boot-
strapping with 500 samples showed that all paths were statis-
tically significant (P < 0.001; except for the path from the
quality level of private information to the service utility, at
P < 0.05). Therefore, we can conclude that all three privacy‐
related factors significantly affect users’ utility‐privacy trade‐
offs in multilevel privacy control method, solving RQ2.

4.2 | Analysis of our hypotheses

We used a t‐test to compare the level of the difference
between the binary privacy control method and the multi-
level privacy control method in each hypothesis. In particu-
lar, a paired t‐test was used because a participant answered
the same survey question in both privacy control methods.
To verify each hypothesis, referring to each type of factor
in the hypothesis, we divided the results of the participants’
privacy decisions by each privacy control method. Then, if
the type of factor mentioned in the hypothesis showed
more improvement than the other type of factor, we con-
cluded that the hypothesis was supported.

Table 3 shows a summary of the hypothesis testing
results. The increased mean rates of the multilevel method
shown in the table are the improvements made by using
the multilevel privacy control method compared with using
the binary privacy control method. For the effectiveness of
utility‐privacy trade‐offs according to the types of privacy
control methods, the analysis result showed that the partici-
pants’ privacy protection (H1) and service utility (H2)
increased when using the multilevel privacy control
method. For the degree of privacy protection and service
utility according to the trustworthiness of applications, the
privacy protection of trustworthy applications (H3) and the
service utility of untrustworthy applications (H4) increased
more using the multilevel privacy control method. For the
degree of privacy protection and service utility according
to the quality level of private information, we can conclude
that the service utility of high‐quality private information
(H5) and the privacy protection of low‐quality private
information (H6) increased more using the multilevel pri-
vacy control method. Lastly, for the degree of privacy pro-
tection and service utility according to users’ privacy
preferences, we can conclude that the privacy protection
achieved by users with optimistic privacy preferences (H7)
and the service utility of pessimistic users (H8) increased
more by using the multilevel privacy control method.

5 | DISCUSSIONS

Our findings suggest that the multilevel privacy control
method has a positive impact on both service utility and
privacy protection. In the binary privacy control method,
users were forced to select either service utility or privacy
protection without fully representing their utility‐privacy
trade‐offs. However, because the multilevel privacy control
method can express the users’ utility‐privacy trade‐offs in a
fine‐grained manner, the users increased their service utility
and privacy protection. This study has statistically proven
that both participants’ service utility and privacy protection
increased in the same situation when using the multilevel
privacy control method, compared with using the binary
privacy control method. Based on these results, an investi-
gation of whether the multilevel privacy control method
actually helps users make better utility‐privacy trade‐offs in
practical mobile computing environments is necessary.

Our findings also suggest that users showed increased
consideration for the opposite side of their privacy prefer-
ence in the multilevel privacy control method. Our
hypotheses assumed that the multilevel privacy control
method helps users to make more efficient utility‐privacy
trade‐offs than the binary privacy control method. As the
survey results show, participants consider more strongly
the service utility (in the case of an untrustworthy applica-
tion, high‐quality level of private information, and pes-
simistic privacy preference) and the privacy protection (in
the case of a trustworthy application, low‐quality level of
private information, and optimistic privacy preference),
which were abandoned in the binary privacy control
method. Based on these results, we can expect how users
make their privacy decisions when using the multilevel pri-
vacy control method.

The results of our study may be limited by some issues
with validity, as follows. First, although our user survey
effectively showed the difference between each privacy‐
related factor when using the privacy control methods, it
depended heavily on the users’ response to the survey
questionnaire, as in existing studies. Each user may have
his/her own understanding of the situation presented in
each question and make his/her privacy decision differently
in practical mobile computing environments. To solve this
problem, we tried to minimize the users’ misunderstanding
of the survey questionnaire. To measure the trustworthiness
of an application, we presented the participants with 10
candidate applications and asked them to choose the most
trustworthy and untrustworthy applications. In our user sur-
vey, each participant was asked to select these applications,
which were then used in the context of the situation of the
survey questions. In addition, to identify the users’ privacy
preferences, we derived three types of privacy preference
from the participants’ binary privacy decisions in specific
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situations. These procedures were followed in an attempt to
increase the clarity of the survey's results, and to prevent
the privacy paradox phenomenon.

Second, the users may be concerned about the low level of
usability owing to the hassle of choosing an appropriate level
in the multilevel privacy control method. Users can experi-
ence difficulty in making fine‐grained privacy decisions in the
multilevel privacy control method, compared with the simple
binary answer in the binary privacy control method. To check
the usability issue, in the last question of our user survey, we
asked participants to answer the usability of the multilevel pri-
vacy control method. According to the participants’ responses,
the average score was middle (M = 3.13, SD = 0.92) (Level
1: very easy; Level 5: very difficult). Therefore, we can con-
clude that the participants did not experience low usability
when using the multilevel privacy control method. In addition,
it may be possible to reduce the users’ burden of executing
multilevel privacy controls by learning the users’ previous pri-
vacy decisions associated with privacy‐related factors such as
the trustworthiness of an application, quality level of private
information, and users’ privacy preferences, and recommend-
ing an appropriate level of privacy control to the users for a
given situation.

6 | RELATED WORK

There have been some studies performed on modeling and
analyzing users’ privacy decisions based on the privacy

calculus theory, as discussed in Section 2. They conducted
user surveys to identify the core factors that affect users’
privacy decisions and the relationships among them. As a
result, some of the studies found a set of privacy‐related
factors that affect users’ privacy‐utility trade‐offs. In addi-
tion to identifying privacy‐related factors in our study, we
also analyzed the effectiveness of using the QoPI model to
represent multiple abstraction levels of private information,
associating it with the corresponding QoS that can be
obtained from mobile applications.

Berezowska et al. found that users’ privacy concerns
were mainly affected by the availability of information con-
trols that prevent service providers from misusing their pri-
vate information [21]. However, the types and quality of
information controls vary depending on the service provi-
der, and users are not allowed to control the amount of pri-
vate information they can provide in exchange for
accessing services from an application. Knijnenburg and
Kobsa examined the relationship between coarse‐grained
and fine‐grained privacy controls. They found that when
the fine‐grained option is not available, users often choose
the coarse‐grained option that is closest to the previously
selected fine‐grained option for an application [22]. In our
study, we showed that the coarse‐grained privacy controls
(binary controls) supported by most mobile platforms are
insufficient for users to make utility‐privacy trade‐offs.
Therefore, we suggested a five‐level privacy control
method that can be selected based on the QoS required by
users. Zhang et al. also showed that the availability of fine‐

TABLE 3 Hypothesis testing results

ID
Utility‐privacy trade‐off
(privacy‐related factor)

Privacy protection method (Mean/SD)

t‐value p‐value

Increased mean
rate of multilevel
method ResultsBinary Multi‐level

H1 Users’ Privacy Protection (PP) 0.52/0.01 0.71/0.08 14.37 <0.001 36.4% Accept

H2 Users’ Service Utility (SU) 0.48/0.09 0.77/0.08 21.22 <0.001 55.3% Accept

H3 PP (Trustworthy applications) 0.37/0.14 0.58/0.17 12.20 <0.001 58.5% Accept

PP (Untrustworthy applications) 0.68/0.15 0.84/0.09 10.45 <0.001 24.3%

H4 SU (Trustworthy applications) 0.63/0.14 0.89/0.07 15.97 <0.001 41.1% Accept

SU (Untrustworthy applications) 0.32/0.15 0.64/0.19 16.98 <0.001 100.0%

H5 SU (High quality of private information) 0.35/0.13 0.74/0.11 22.63 <0.001 109.9% Accept

SU (Low quality of private information) 0.60/0.12 0.79/0.09 12.01 <0.001 31.5%

H6 PP (High quality of private information) 0.65/0.13 0.78/0.10 8.30 <0.001 19.7% Accept

PP (Low quality of private information) 0.40/0.12 0.65/0.12 14.64 <0.001 63.5%

H7 PP (Optimistic privacy preferences) 0.10/0.02 0.53/0.14 12.25 <0.001 455.3% Accept

PP (Pessimistic privacy preferences) 0.88/0.04 0.87/0.04 −0.28 0.39 –0.9%

H8 SU (Optimistic privacy preferences) 0.90/0.02 0.95/0.02 2.67 <0.001 4.4% Accept

SU (Pessimistic privacy preferences) 0.13/0.04 0.65/0.13 15.40 <0.001 418.0%

*Bold texts mean more significant result between privacy‐related factors in each hypothesis.
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grained privacy controls effectively eased users’ concerns
about providing their private information to applications
[20]. However, their study focused mostly on examining
users’ different privacy concerns based on the availability
of privacy controls. In contrast, our study focused on ana-
lyzing users’ utility‐privacy trade‐off patterns based on dif-
ferent privacy control methods.

Knijnenburg and Kobsa found that users’ privacy prefer-
ences and applications’ justification for requesting private
information were essential factors that influenced users’ pri-
vacy decisions [17,18]. Usually, an application's justification
for accessing a user's private information is provided in the
form of a message to the user. However, these justification
messages are often vague and sometimes even unavailable.
Therefore, it is difficult for users to make appropriate privacy
decisions purely based on the justification messages pro-
vided by applications. Ting and Till revealed that the per-
ceived service quality of an application is more important for
users than the privacy concerns related to accessing the
application [4]. However, the perceived service quality of an
application may vary across different users. Therefore, in our
study, rather than asking the user to consider the perceived
service quality of an application, we allowed the user to
assess the quality of service provided by the application
according to the quality of private information to which the
user explicitly permits access.

7 | CONCLUSIONS AND FUTURE
WORK

In this study, we investigated whether the multilevel privacy
control method improved users’ utility‐privacy trade‐offs.
We assumed that users make different privacy decisions
when they use different privacy control methods, and we
conducted a user survey to validate this assumption. The
user survey was designed to allow participants to consider
eight different situations involving the use of mobile applica-
tions with different combinations of privacy‐related factors.
We observed how the changes in privacy control methods
affected the users’ service utility and privacy protection. As
a result, we found that the use of the multilevel privacy con-
trol method improved the service utility and privacy protec-
tion compared with the use of the binary privacy control
method. We also found that the privacy‐related factors did
affect the users’ privacy decisions, especially when they
used the multilevel privacy control method.

The main contributions of our work are as follows. First,
we verified that users’ utility‐privacy trade‐offs can be
improved using the multilevel privacy control method. In other
words, by using the multilevel privacy control method, users
can improve both the service utility and privacy protection
under practical situations involving the use of mobile

applications. The service providers can also offer their services
to more users and provide more personalized services that the
users want to access while protecting their privacy.

Second, we identified the users’ different privacy deci-
sions when they used the multilevel privacy control method
according to the privacy‐related factors. Based on the anal-
ysis result, we can recommend users an appropriate quality
level of private information to be provided to a mobile
application by considering the privacy‐related factors. This
allows users not only to conveniently use the multilevel
privacy control method but also to improve both the ser-
vice utility and privacy protection. To the best of our
knowledge, this is the first work to investigate users’ util-
ity‐privacy trade‐offs when they use a fine‐grained privacy
control method in mobile computing environments.

In our future work, based on the results of our user survey,
we will develop a multilevel privacy control method that can
be integrated with practical mobile platforms. We also plan to
verify that both the service utility and privacy protection can
be improved using the multilevel privacy control method in
practical mobile computing platforms. Based on the findings
in this study, we will investigate how to predict appropriate
quality and quantity levels of private information to be sent to
mobile applications by considering the privacy‐related factors
in given situations. This will also contribute to reducing the
users’ burden of executing multilevel privacy controls, and
allow users to perform more effective and efficient privacy‐uti-
lity trade‐offs when using mobile applications.
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