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A wide range of studies in various disciplines has focused on the Internet of

Things (IoT) and cyber‐physical systems (CPS). However, it is necessary to sum-

marize the current status and to establish future directions because each study has

its own individual goals independent of the completion of all IoT applications.

The absence of a comprehensive understanding of IoT and CPS has disrupted an

efficient resource allocation. To assess changes in the knowledge structure and

emerging technologies, this study explores the dynamic research trends in IoT by

analyzing bibliographic data. We retrieved 54,237 keywords in 12,600 IoT studies

from the Scopus database, and conducted keyword frequency, co‐occurrence, and
growth‐rate analyses. The analysis results reveal how IoT technologies have been

developed and how they are connected to each other. We also show that such

technologies have diverged and converged simultaneously, and that the emerging

keywords of trust, smart home, cloud, authentication, context-aware, and big data

have been extracted. We also unveil that the CPS is directly involved in network,

security, management, cloud, big data, system, industry, architecture, and the

Internet.
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1 | INTRODUCTION

Since the introduction of the Internet of Things (IoT) [1]
and cyber‐physical systems (CPS) [2], numerous studies
have been conducted in these fields. However, because
each study has its own individual goals, it is necessary to
provide an overview of the current status and to establish a
future direction from a comprehensive viewpoint. In addi-
tion, IoT does not indicate a specific technology, but is a
novel paradigm consisting of a set of technologies [3]. As
a result, a holistic understanding of the IoT and CPS has
been limited [3,4]. For researchers and policymakers to
allocate resources more efficiently, it is necessary to

investigate IoT and CPS from a more comprehensive per-
spective.

To fill in such gaps, previous studies have conducted sur-
veys on IoT and CPS to assess their evolutionary path and
expected research topics [3–7]. However, most of these stud-
ies have adopted a narrative review, which overviews and
summarizes prior studies from the author's subjective point
of view [8]. Although their insights provide significant
implications, it may be beneficial to assess the knowledge
structure of IoT and CPS based on scientific evidence.

This study adopted quantitative methods of keyword
frequency, co‐occurrence, and growth‐rate analyses. Based
on such analyses, to trace the changes in IoT research and
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extract emerging technologies for IoT, this study explores
the dynamic knowledge structure of IoT. Emerging tech-
nology is defined as “a radically novel and relatively fast
growing technology characterized by a certain degree of
coherence persisting over time and with the potential to
exert a considerable impact on the socio‐economic domain
[9].” This is not necessarily new because it may be origi-
nated from another domain [10], and may cause a radical
change in business, industry, or society [10].

The purpose of this study is to visualize and unveil the
dynamic knowledge structure generated through academic
research. Our analysis results may be helpful to understand
current state‐of‐the‐art developments and to discuss future
research directions. In addition, we can also confirm a set
of emerging technologies. Specifically, this study addresses
the following research questions:

1) How have emerging IoT technologies evolved and con-
verged?

2) Which emerging technologies have been developed and
adopted for IoT?

3) Which research topics are promising for future applica-
tion?

2 | LITERATURE REVIEW

2.1 | Definitions of IoT and CPS

Although we do not intend to compare IoT and CPS, it is
necessary to define them clearly. As discussed in [3] and
[4], the definitions and concepts of IoT and CPS remain
vague and overlap because: 1) they are used as trendy
brands, 2) they are composed of different sets of technolo-
gies, 3) they share a common vision, and 4) they are still
rapidly progressing.

Although the previous concept of IoT mainly focused
on identifying and monitoring connected things, in recent
times, the focus has been on the control of physical things
and systems [7]. As shown in Table 1, the IoT is mainly
interested in networking and interconnection among differ-
ent things, whereas CPS is concerned with exchanging
information and controlling physical things [11]. However,
the distinction between them has become blurred over time
[7–12]. Intuitively, the control of physical things is pre-
mised on connections between them. Accordingly, the cur-
rent study mainly focuses on analyzing IoT because their
boundaries almost overlap.

2.2 | Literature survey of previous IoT and
CPS studies

Several studies have discussed the history, emerging tech-
nologies, research trends, research clusters, and future

research directions by investigating previous studies on IoT
and CPS. However, most of them have relied on a narra-
tive review, which is not a quantitative analysis, as a
methodology.

Although their findings provide remarkable implications,
their conclusions do not perfectly coincide with each other.
Table 2 summarizes the IoT and CPS elements in previous
works. Although most of the IoT elements identified in pre-
vious studies are identical, there are some differences among
them. For example, some of them consider technologies for
the analysis of data as key elements for IoT [4,16–22],

TABLE 1 Definitions of IoT and CPS

Domain Definition Source

IoT Networked interconnection of all objects,
which are often equipped with ubiquitous
intelligence

[13]

A global infrastructure for the information
society, enabling advanced services by
interconnecting (physical and virtual) things
based on existing and evolving interoperable
information and communication technologies

[14]

A “thing” in IoT indicates a physical or
virtual object that connects to the Internet,
and which has the ability to communicate
with human users or other objects

[15]

An open and comprehensive network of
intelligent objects that have the capacity to
auto‐organize

[16]

A worldwide network of interconnected
objects that are uniquely addressable, based
on standard communication protocols

[17]

A conceptual framework that leverages the
availability of heterogeneous devices and
interconnection solutions, as well as
augmented physical objects providing a
shared information base on a global scale

[3]

CPS Physical and engineered systems whose
operations are monitored, coordinated,
controlled, and integrated through a
computing and communicating core

[18]

Integrations of computations with physical
processes

[19]

Physical, biological, and engineered systems
whose operations are integrated, monitored,
and/or controlled using a computational core

[11]

A new generation of systems with integrated
computational and physical capabilities that
can interact with humans through many new
modalities

[2]

Transformative technologies for managing
interconnected systems between its physical
assets and computational capabilities

[20]
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whereas others do not exclusively include them. Rather, they
place more weight on networking elements [7–23].

These different perspectives originate from the fact that
their individual conclusions are derived from the use of
limited data and each author's insights. However, inconsis-
tency is not a scientific problem because their findings
aim to improve and expand knowledge. In this manner,
current data‐driven studies can contribute to existing
knowledge.

2.3 | Narrative, systematic review, and
keyword analysis

Generally, researchers have adopted two types of methodolo-
gies (narrative and systemic review) to overview the dynam-
ics of a research stream. A narrative review covers a wide
range of issues, but it hardly state or justify any rules about
the searching results [24]. They describe and summarize
existing findings from the literature without statistical or
quantitative validation. Meanwhile, a systematic review uses
explicit methods to methodically search, critically appraise,
and synthesize the available literature on a specific issue
[24]. A systematic review can contain a statistical method
(eg, a meta‐analysis).

However, both methods suffer from selection bias and
subjective interpretation [25]. Recently, keyword analysis
has been widely adopted to overcome these problems
because it is based on quantitative and statistical methods
by analyzing a significant number of studies [26–32].

3 | RESEARCH METHODS

3.1 | Research framework

This study investigates the knowledge structure of IoT in
order to trace the dynamic research trends, extract

emerging technologies, and identify convergence and diver-
gence of research topics.

For these purposes, we conducted keyword frequency,
keyword mapping, and keyword growth‐rate analyses. A
keyword frequency analysis provides useful clues for detect-
ing the essentials of the knowledge structure. Keyword map-
ping analysis has been widely used as a suitable way of
investigating dynamic changes from a holistic perspective
[26,27,30,33,34], whereas a keyword growth rate analysis is
an appropriate method for detecting dynamic changes of
specific emerging keywords [30–35]. The research frame-
work used for this study is shown in Figure 1.

3.2 | Data collection and refinement

We retrieved bibliographic data from the Scopus database,
which is the world's largest multidisciplinary database of
scientific studies covering 20,000 peer‐reviewed journals
[36–39]. The collection of data from multiple databases
causes a data redundancy problem because there are a con-
siderable number of duplicate records between databases.

TABLE 2 Proposed IoT/CPS elements derived from previous studies

ResearchMethod IoT / CPS elements (Enabling technologies)
Source|number of
articles reviewed

Narrative review Radiofrequency identification (RFID), UID, Spimes, Smart items, NFC, objects, WISP, WSA,
connectivity, communication, things, IPSO, Internet, web of things, smart semantic middleware,
semantic technologies, reasoning over data, semantic execution environments

[4]|95

Narrative review RFID, IP, electronic product codes (EPCs), barcodes, Wi‐Fi, Bluetooth, ZigBee, NFC, actuators,
wireless sensor networks (WSNs), artificial intelligence (AI)

[16]|27

Systematic review Identification, sensing, communication, computation, services, semantics [6]|195

Narrative review RFID, WSN, addressing schemes (IPv6, uniform resource name (URN)), data storage and analytics
(AI, machine learning), visualization

[21]|72

Narrative review RFID, WSN, cloud computing, IMT‐advanced, Bluetooth, Wi‐Fi, Nano devices, MEMS, Li‐Fi, BiDi [23]|50

Narrative review Sensor nodes, actuator nodes, communication networks, cyber systems [7]|132

Narrative review Application, architecture, sensing, data management, computation, communication, security, control/
actuation

[22]|80
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FIGURE 1 Research framework
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Indeed, it is necessary to conduct data cleansing, which is
an extremely time‐ and labor‐intensive task. For this rea-
son, previous studies have relied on a single database to
collect and process structured data from articles [37,39,40].

Initially, we collected bibliographic data (keywords,
authors, and year of publication) on 17,616 academic studies
that were published from 2000 to 2016, which include one of
the following keywords: “IoT,” “Internet of Things,” “Internet
of Thing,” “WoT,” “Web of Thing(s),” “Internet of Every-
thing,” “IoE,” and other relevant terms (eg, WoTs). Because
the underlying philosophy of IoT, IoE, and WoT are almost
identical [41], we considered them as unified terms of the IoT.

After that, two IT experts refined the collected data
because the term IoT is also used in other research
domains. For example, it also represents “Intensive Outpa-
tient Treatment” or “Institution‐based Occupation Therapy”
in medical studies. In addition, some papers were redun-
dantly indexed during the crawling process. After eliminat-
ing irrelevant studies and duplicate articles, we conducted a
keyword revision process by modifying and correcting the
collected keywords into unified terms when considering
typos (eg, thign → thing), abbreviations (Internet of Thing
→ IoT), and singular expressions (Things → Thing).

Other than this revision process, we did not modify the
concept of the keywords described by the authors in order
to reflect their original intention without distortion or
debate [26]. The refinement process was conducted using
R scripts. Finally, there remained 54,237 keywords in
12,600 papers. Table 3 summarizes our dataset collected
from the Scopus database.

3.3 | Analysis methods

3.3.1 | Keywords frequency analysis

Keyword frequency analysis is a part of the field of
descriptive statistics, and measures the frequency of each

keyword in each document. This method is considered as
the basis of other methods, and thus various data‐mining
techniques rely on this keyword frequency to define the
concept of core topics [42]. However, it cannot extract hid-
den or latent topics because authors tend to use synonyms,
and a simple count of each word is not identical to a
research stream. In addition, we cannot identify the struc-
tural relationship between keywords. Thus, the following
analyses are required.

3.3.2 | Co‐occurrence analysis

A co‐occurrence (co‐word) analysis is a method that
describes the network of interactions among keywords
[43]. This analysis allows researchers to identify research
directions for a specific research topic based on relation-
ships among keywords [26,33,43–45]. Indexed keywords
are valuable pieces of information that represent funda-
mental concepts in a study because the authors carefully
list up the selective keywords for the benefit of readers.
The co‐occurrences of words in different parts of different
articles were counted and analyzed [43]. This analysis cal-
culated the co‐occurrence frequency of each word pair,
and obtained correlations and similarities between words
[33].

To measure the similarities, we adopted the association
strength, which is used to normalize the strength of the
links between words [44]. If two keywords appear simulta-
neously in the same article, they are highly correlated with
each other [33] and their association strength is increased.
According to [44], the association strength sij between key-
word i and j is defined by (1).

Association strengthðsijÞ ¼ cij
wi � wj

: (1)

In (1), cij denotes the number of co‐occurrences of items i
and j, and wi and wj denote either the total number of occur-
rences of items i and j or the total number of co‐occurrences
of these items [44]. The association strength has been widely
adopted in previous studies [26–33,43–47].

We adopted VOSviewer as a tool for visualizing a key-
word map because it is tailored to visualizing bibliometric
maps and for handling complicated maps with large‐scale
data [44].

3.3.3 | Keyword growth‐rate analysis

We then conducted a keyword growth‐rate analysis that is
suitable for extracting promising dynamic keywords,
whereas a co‐occurrence analysis is appropriate for asses-
sing their relative importance and relation. A keyword
growth‐rate analysis is widely used in drawing technology
roadmaps [30] and in determining keyword popularity over

TABLE 3 Summary of collected data

Attributes Description

Source Scopus database

Keywords Internet of Things and relevant terms (eg, IoT,
IoTs, WoT, and IoE)

Types of literature Scientific journals, books, and conference
proceedings

Retrieved
bibliographic data

Keywords, year of publication, authors, title,
volume, issue no, pages, affrications, and other
data (items in bold were used in the analyses)

Year of
publication

From Jan. 1, 2000 to Nov. 3, 2016

Number of
collected studies

Initial collection: 17,161→ after refinement:
12,600
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time [35]. For such a map, the horizontal axis indicates the
probability of a keyword appearance, and the vertical axis
shows the growth rate. According to a previous study [30],
keywords can be assigned into four groups, namely core,
emerging, declining, and matured technologies, as shown
in Figure 2.

4 | ANALYSIS RESULTS

4.1 | Keyword frequency analysis

Although IoT technologies have been evolving seamlessly,
we divided the analysis period into three generations in
order to summarize and trace the comprehensive changes
in technologies, as proposed in [3]. In addition, another
study [35] divided published research articles into three‐
year periods to facilitate interpretation.

According to [3], the first IoT generation was domi-
nated by wireless communication technologies such as
Radio Frequency IDentification (RFID) and Wireless Sen-
sor Networks (WSNs). In the second generation, detailed
network protocols, namely, 6LoWPAN, RPL, 802.15.4,
and CoAP, were developed. The keywords social IoT
(SIoT), future Internet, and cloud represent the third gener-
ation because social interactions among things have been
extensively discussed in these areas.

Although their approach is written under a network‐
oriented perspective and does not clarify a specific period,
our analysis adopted periodic classifications of the three
generations.

Because the term “IoT” was coined in 1999, it was rea-
sonable to collect keywords from studies published after
the year 2000. Thus, retrieved keywords were classified
into the first (2000–2005), second (2006–2011), and third
(2012–2016) generations. Table 4 summarizes the basic
statistics of retrieved keyword data.

As shown in Table 4, it appears that IoT keywords have
converged and diverged simultaneously. As the number of
listed keywords increases, the IoT keywords diverge. While
the number of listed keywords in the first generation is
counted as 447, the number in the second generation is
counted as 3,737. In addition, the fact that the ratio of
unique keywords is incrementally decreasing indicates that
the IoT keywords converged.

It may be useful to keep track of the top keywords in
order to investigate the dynamics of IoT studies. Appen-
dix 1 reports the frequency of the top 30 words in each
generation. A keyword frequency analysis confirms that
previous studies [4,16,21,22] have described the state‐of‐
the‐art elements of IoT very well. Because RFID, WSN,
and Bluetooth are included within the top keywords repre-
senting the first generation, wireless communication tech-
nologies have clearly triggered IoT studies.

Although wireless communication technologies were
still highly ranked in the top‐30 keywords in the second
period, new keywords emerged as well. For example,
6LoWPAN, CoAP, ZigBee, and other wireless network
protocols appeared in the top 30. Simultaneously emerging
keywords such as context‐aware, business model, smart
city, and smart object were also ranked in the top 30. Thus,
it can be inferred that the identification of the potential IoT
applications has been an urgent issue in the second genera-
tion. In the third generation, the volume and variety of key-
words grew rapidly, with the total number of keywords
counted reaching 48,263. Important keywords, including
WSN, RFID, cloud, security, IoT sensors, big data, M2M,
privacy, and other emerging technologies have been widely
studied. Meanwhile, it should be noted that emerging key-
words such as trust, smart home, ontology, pervasive com-
puting, and interoperability have also appeared. These
keywords have been the focus of attention in several IoT
studies. We discuss these keywords in more detail in the
next section.

Probabilty of keyword appearance

Growth rate 
(Percentage
change)

Emerging technologies

Declining technologies Matured technologies

Core technologies

FIGURE 2 Dimensions of keyword growth rate map

TABLE 4 Basic statistics of IoT‐related keywords

First generation Second generation Third generation Total

Number of reported studies 121 1,330 11,149 12,600

Number of retrieved keywords (1) 516 5,458 48,263 54,237

Number of listed keywords 447 3,737 22,632 26,816

Number of unique keywords (2) 414 3,248 17,999 19,776

Ratio of unique keywords (2)/(1) 80.23% 59.51% 37.29% 36.46%
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4.2 | Keyword mapping analysis

4.2.1 | Overview

To trace the evolution of emerging technologies for IoT, it
is necessary to investigate the relationships among relevant
keywords from a holistic perspective. We extracted 54,237
keywords from 12,600 academic articles. The process of
constructing a map follows three steps: calculation of the
keyword similarity matrix, minimizing the weighted sum of
the squared Euclidean distances between all pairs of key-
words, and performing a transformation of the results to
resolve the local optimization problem [44]. The visualized
IoT keyword map (2000–2016) is shown in Figure 3.

VOSviewer constructed seven clusters, each of which
has distinctive characteristics. Cluster 1 (architecture and
service) is composed of the terms agent, architecture, con-
text, AR, interoperability, REST, platform, semantic, SIoT,
SOA, social network, web, and web services, among
others. This cluster indicates a large number of architec-
tures and services in the IoT research field based on social
interactions. Cluster 2 (IoT network) includes the keywords
6LoWPAN, M2M, WSN, mobility, protocol, scalability,
standard, and RPL. Cluster 3 (CPS and big data) includes
big data, CEP, control, CPS, industry, RFID, SCM, system,
data, and data analytics. Technologies in this cluster are
associated with how to utilize data for industrial application
how to utilize data. Cluster 4 (IoT sensors and monitoring)
includes the keywords Arduino, device, IoT sensor, moni-
toring, Raspberry Pi, and sensor home automation. It is
inferred that a field of study related to how to apply IoT
technologies in terms of lightweight realization has devel-
oped. Cluster 5 (business model and cloud) includes the
keywords business model, cloud, cloud computing, cloud
manufacturing, cloud service, smart city, SDN, and
resource. Cluster 5 indicates a research stream considering
IoT services on the cloud. Cluster 6 (privacy, security, and

trust) includes the keywords security, privacy, trust, access
control, authentication, detection, and cryptography. The
existence of cluster 6 indicates that one research stream of
IoT has considered privacy, security, and trust. The final
cluster (Internet and things) is composed of the two key-
words Internet and things. This cluster indicates that two of
the considerations of IoT research are the Internet itself and
things.

Interestingly, each visible IoT application belongs to a
different cluster. Specifically, the smart home is widely
adopted in cluster 4 (IoT sensor and monitoring), smart city
and e‐health are associated with cluster 5 (business model
and cloud), smart objects and the environment are involved
with cluster 1 (architecture and service), and the smart grid
is associated with cluster 3 (CPS and big data). This find-
ing indicates that each cluster has adopted an independent
service as a proof of concepts.

One interesting finding is that several emerging tech-
nologies for wireless connections are not deeply integrated
because each of them belongs to a different cluster. While
RFID, WSN, and ZigBee are linked with each other, they
are assigned into different clusters as seen in Figure 3.
Thus, integration, interoperability, and scalability issues are
significant research challenges, as reported in previous
studies [5,6,22].

4.2.2 | First generation (2000–2005)
A total of 516 keywords were collected from 2000 to 2005. In
the first generation, the most frequently observed IoT‐related
keywords include RFID (12), WSN (8), cloud computing (6),
6LoWPAN (4), application (4), IoT sensors (4), M2M (4),
architecture (3), big data (3), CPS (3), industry 4.0 (3), and
privacy (3), as shown in Appendix 1. A keyword map con-
structed using VOSviewer is depicted in Figure 4.

As shown in Figure 4, few studies were conducted in
this generation. There are four IoT research clusters. Clus-
ter 1 is composed of data, M2M, and privacy; cluster 2 is
composed of CPS, cloud, and industry; cluster 3 is com-
posed of application and architecture; and cluster 4 is com-
posed of context and RFID.

While the linkage among keywords is quite limited,
researchers have studied RFID, architecture, applications,

FIGURE 3 IoT keyword map (2000–2016) FIGURE 4 IoT keyword map (2000–2005)

750 | YOON ET AL.



and cloud for conceptualizing IoT. In addition, it was
observed that CPS considered an industrial application
based on the cloud after it emerged. Although the observed
keywords are not tightly coupled, the essential keywords
emerged during this generation.

4.2.3 | Second generation (2006–2011)
Compared to the first generation, the number of IoT‐related
keywords grew dramatically during the second generation
(2006–2011). During this period, a total of 5,458 keywords
were indexed in 1,330 articles. As shown in Appendix 1,
the most frequently observed IoT‐related keywords include
RFID (144), WSN (101), IoT sensors (68), cloud comput-
ing (63), security (52), M2M (46), smart city (30), 6LoW-
PAN (26), ZigBee (26), big data (23), middleware (23),
privacy (21), context‐aware (20), CPS (20), and CoAP
(19). These keywords indicate that specific studies on IoT
have progressed. A visualized IoT keyword map is shown
in Figure 5.

As shown in Figure 5, during the second generation,
researchers conducted diverse studies and attempted to inte-
grate a number of enabling technologies into IoT. Com-
pared to the first generation, previously separated research
fields were connected in a complex manner. In addition,
the network density increased with the emergence of new
keywords.

During the second generation, seven research clusters
were identified. Cluster 1 is associated with wireless com-
munications, and includes the keywords 6LoWPAN, SDN,
WSN, ZigBee, wireless network, and access control. Clus-
ter 2 includes the keywords cloud, CPS, platform, manage-
ment, pervasive computing, resource management, smart
city, and information technology. The presence of cluster 2
indicates that researchers were highly interested not only

connecting but also controlling the resources based on the
IoT platform. Cluster 3 includes the keywords big data,
data mining, cloud computing, cloud manufacturing, RFID,
logistics, and information. This cluster appears to indicate
that one research stream contributed to the analysis of big
data on the cloud. Cluster 4 is closely associated with IoT
applications because the keywords in this cluster include
architecture, CoAP, rest, sensor, smart home, data, and
location. Studies in cluster 5 contributed to authentication
and security because the keywords in this cluster include
authentication, model, ontology, resource, privacy, and
security. It should be noted that security and privacy issues
in the authentication and construction of knowledge
through ontology were considered as one of the research
streams. Cluster 6 includes the keywords device, event,
Internet, middleware, monitoring, systems, and web ser-
vice. Thus, it is inferred that one of the major issues in the
second generation was monitoring of things existing in IoT
system on the Web. Finally, one of the research streams in
the second generation is related to business and services
because cluster 7 includes the keywords business model,
interoperability, simulation, SOA, social network, and trust.

4.2.4 | Third generation (2012–2016)
During the third generation, a total of 48,263 keywords
were retrieved. The most frequently observed IoT‐related
keywords include WSN (932), RFID (900), cloud comput-
ing (606), security (511), IoT sensor (495), big data
(320), M2M (294), smart city (275), privacy (215), cloud
(201), ZigBee (194), smart home (187), CPS (174), trust
(170), 6LoWPAN (167), CoAP (164), and context‐aware
(160).

Figure 6 shows the IoT keyword map during the third
generation. During the third generation, seven clusters were
identified. Cluster 1 includes the keywords architecture,

FIGURE 5 Keyword map of IoT (2006–2011) FIGURE 6 Keyword map of IoT (2012–2016)
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service, data, SIoT, web, cloud computing, automation,
ontology, semantic, and SOA. This cluster indicates that
there are a research stream aimed at building a web‐based
service based on a semantic ontology in cloud computing.
Cluster 2 includes the keywords RFID, management, big
data, data mining, data analysis, SCM, and logistics. It was
inferred that studies in this cluster have the consistent goal
of managing things by analyzing big data from the RFID
tag in the SCM field. Cluster 3 includes system, IoT sen-
sor, monitoring, ZigBee, and smart home. Researchers in
this cluster may be interested in a system for monitoring
things using IoT sensors based on the ZigBee protocol,
which is suitable for low‐power, low data rates, and close
proximity. Thus, the smart home may be an appropriate
application. Cluster 4 consists of several keywords for
wireless network technologies and standards, and includes
WSN, 6LoWPAN, CoAP, protocol, routing, mobility, relia-
bility, and scalability. Studies in cluster 4 have been dedi-
cated to building reliable wireless communication
environments. Cluster 5 includes the keywords Internet,
business model, cloud, CPS, thing, industry, and cloud
manufacturing. Based on these keywords, it is inferred that
a way of utilizing IoT in industry and business is one of
the main issues. Cluster 6 includes keyword application,
device, design, education, and environment. Because its
keywords are not directly related to specific technologies,
cluster 6 appears to focus on providing future IoT research
directions. For example, the keywords technology, applica-
tion, design, and device appear to be abstract terms. Cluster
7 have focused on studying security, authentication, pri-
vacy, trust, and detection issues, which were discussed dur-
ing the second generation.

Meanwhile, it should be noted that the term “standard”
connects security and architecture in cluster 1. This indi-
cates that security issues of the IoT architecture were con-
sidered using a standard. In addition, one of the interesting
findings is that the keyword “trust” is connected to security
and privacy in cluster 7, and to network, WSN, and system
in other clusters. In contrast, in the second generation,
“trust” was not associated with those keywords, but this
was the case in the third generation.

In addition, the role of CPS is noteworthy because it
links core technologies in other clusters. Specifically, CPS
is directly connected to the keywords network, security,
management, cloud, big data, system, industry, architecture,
and the Internet. It appears that CPS is a realized form of
IoT because the linked technologies are almost identical to
the IoT elements proposed in a previous study [6]. How-
ever, CPS appears to place more weight on commercial
applications because the keyword industry is directly
involved in CPS, as shown in Figure 7.

Although it seems that significant progress from the sec-
ond to the third generation has not been made at a glance,

there were several significant changes during this period.
First, the diversity in the studies was explicitly shown, as
is clearly shown by the emerging keywords (namely trust
and context‐aware). Second, the research density increased
during the third generation, as indicated by the increasing
number of specific topics. For example, the number of
studies on CPS was counted as 20 in the second genera-
tion, whereas it was counted as 174 in the third generation.
This indicates that related studies on a certain research
topic have progressed and matured. Third, the relationships
between the keywords become stronger. For example, the
relationship among the keyword architecture, cloud, Inter-
net, service, big data, management, system, IoT sensor, and
RFID has been clearly strengthened. In other words, vari-
ous studies on IoT are connected with each other.

4.3 | Keyword growth‐rate analysis

4.3.1 | From the first to second IoT
generations

Figure 8 shows a keyword growth‐rate analysis map from
the first generation to the second generation. Rather than
the absolute number of keywords, we adopted the probabil-
ity of keyword appearance because the total number of
keywords during the first generation is different from that
during the second generation. We traced the changes in the
top 20 keywords during the first and second generations,
and then depicted the keyword growth map. The keywords
authentication, middleware, CoAP, ubiquitous computing,
smart city, ZigBee, context-aware, and security were
assigned to keywords that represent emerging technologies.

4.3.2 | From the second to third IoT
generations

Figure 9 shows a keyword growth‐rate analysis map from
the second to third generations. As seen, the keywords trust,

FIGURE 7 CPS‐centric keyword map (2012–2016)
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smart home, cloud, authentication, and big data are classified
into emerging keywords. Notably, emerging technologies
that are represented by those keywords indicate the attention
of researchers. Although the growth rate of CoAP, CPS,
smart city, context‐aware, smart grid, 6LoWPAN, and M2M
have slightly declined, it should be noted that further
research opportunities still exist because these keywords are
identified as fundamental keywords in co-occurrence
analysis.

After passing through two generations, emerging tech-
nologies for wireless connections, namely WSN and RFID,
have matured, and network protocols (eg, 6LoWPAN and
CoAP) announced relevant specifications. As such, the map
also confirms that the IoT is rooted in wireless communica-
tion technologies. It is remarkable that, trust, the smart home,
cloud, CPS, context-aware, and big data may be valuable
research topics in the fourth generation.

4.4 | Betweenness centrality of keywords

Although we present and reveal the dynamics of an IoT
knowledge map as well as emerging technologies, one may
wonder about the relations among keywords. To address
this issue, we computed the betweenness centrality (BC)
among keywords to identify the relational dependency. The
BC has been widely used in previous works because it pre-
dicts preferential attachments by new entering technologies
[48] and measures the ability to control the information
flow [49]. We calculated the BC for keywords that appear
more than 40 times, as shown in Table 5.

One of the interesting findings is that the values of BC
are relatively low. This indicates that dependencies among
technologies for IoT are quite weak because they are con-
nected to each other through multiple paths. Thus, this infers
that the IoT standard and dominant technologies have not
yet emerged because the values of BC for each keyword
appear not to be constrained to other technologies.

5 | CONCLUSIONS

After the concept of IoT was first introduced, researchers
began to focus on developing various enabling technologies
in multiple domains. Their efforts have improved individual
technologies of IoT. However, it should be noted that
researchers are prone to the error of not “seeing the forest for
the trees.” To overcome the absence of a holistic view, previ-
ous studies have attempted to present and summarize the his-
tory, concept, and components of IoT. However, most have
relied on narrative views. In other words, their approaches
may be biased by the authors’ particular insights.

To fill in the gaps, this study explores the IoT knowl-
edge structure to investigate state‐of‐the‐art elements and
future directions. For this purpose, we retrieved biblio-
graphic data from the Scopus database. We retrieved
54,237 keywords from 12,600 studies.

Based on a keyword frequency analysis, we found that
IoT studies are simultaneously converging and diverging.
In addition, IoT has successfully motivated the participation
of numerous researchers. Remarkably, these findings indi-
cate that researchers recognize IoT as a significant research
opportunity.
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We conducted a co‐occurrence analysis and revealed the
evolution of IoT studies. Based on investigations using a
visualized knowledge structure, we found that relevant
studies have become more sophisticated and profound with
time. In particular, in the third IoT generation, seven
research clusters were found.

Several findings are noteworthy. First, technologies for
IoT have converged and diverged simultaneously. The rela-
tionship among keywords is becoming stronger, and emerg-
ing research stems have been added to IoT. Second, we
found that RFID and WSN are not deeply associated with
each other. Thus, the integration and interoperability of
wireless communication technologies may have potential as
future research opportunities. Third, privacy, security, trust,
authentication, and CPS are highly expected research
topics. Because there are inherent risks in connecting to
unknown things, both trust and security may be required.
In addition, methods that focus on controlling and manag-
ing things are being considered, as highlighted by authenti-
cation on the map. Fourth, IoT studies have concentrated
on the wireless network domain.

Based on a keyword growth‐rate analysis, we extracted
emerging technologies. Specifically, trust, smart home, cloud,
authentication, context-aware, and big data were classified as
emerging technologies. In addition, the next step of IoT may be
data analysis, as shown through “big data” of the growth‐rate
analysis. These findings straightforwardly guide further research
directions.

Although this study provides valuable insights, there are
several limitations. First, our data were limited to the Sco-
pus database. Although it is the largest academic literature
database, further studies replicating our study using data
from another database such as the Web of Science (WoS),
which covers select peer‐reviewed journals with high
impact factors, is required. Second, our analysis was lim-
ited to academic studies, and the use of keywords in the
other knowledge structure (eg, a patent analysis) may be a
valuable research opportunity. Finally, it may be useful to

explore the IoT knowledge structure with different scien-
tific methods because keywords or research topics have not
yet been fully investigated. For example, a further research
opportunity may be to conduct a latent Dirichlet allocation
(LDA) or event study analysis to discover hidden topics or
the dynamics of topics. Toward the fourth IoT generation,
it is necessary to consider how to assemble individual tech-
nologies into a complete form of IoT.
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APPENDIX 1

TOP 30 RETRIEVED IOT RELEVANT KEYWORDS FROM 2000 TO 2016

Rank

2000‐2005 (Number of
keywords: 516)

2006‐2011 (Number of
keywords: 5,458)

2012‐2016 (Number of
keywords: 48,263)

2000‐2016 (Number of
keywords: 54,237)

Keywords
Number of
appearances Keywords

Number of
appearances Keywords

Number of
appearances Keywords

Number of
appearances

1 RFID 12 RFID 144 WSN 932 RFID 1,056

2 WSN 8 WSN 101 RFID 900 WSN 1,041

3 Cloud
computing

6 IoT sensor 68 Cloud
computing

606 Cloud
computing

675

4 6LoWPAN 4 Cloud
computing

63 Security 511 IoT sensor 567

5 Applications 4 Security 52 IoT sensor 495 Security 565

6 Bluetooth 4 M2M 46 Big data 320 Big data 346

7 IoT sensor 4 Smart city 30 M2M 294 M2M 344

8 M2M 4 6LoWPAN 26 Smart city 275 Smart city 306

9 Architecture 3 ZigBee 26 Privacy 215 Privacy 239

10 Big data 3 Big data 23 Cloud 201 ZigBee 221

11 CPS 3 Middleware 23 ZigBee 194 Cloud 215

12 Industry 4.0 3 Privacy 21 Smart home 187 Smart home 199

13 Privacy 3 Context‐aware 20 CPS 174 6LoWPAN 197

14 PUF 3 CPS 20 Trust 170 CPS 197

15 Availability 2 CoAP 19 6LoWPAN 167 CoAP 183

16 CEP 2 Smart grid 19 CoAP 164 Context‐aware 181

17 Cloud
manufacturing

2 Ubiquitous
computing

18 Context‐aware 160 Trust 177

18 Culture 2 Architecture 17 Authentication 151 Authentication 166

19 Design 2 Bluetooth 16 Ubiquitous
computing

144 Ubiquitous
computing

162

20 Energy saving 2 Authentication 15 Smart grid 137 Smart grid 157

21 GPS 2 Future
Internet

14 Internet 136 Middleware 153

22 Linked data 2 QoS 14 Energy
efficiency

130 Internet 147

23 MTC 2 Cloud 13 Middleware 130 Energy
efficiency

144

24 Recommender
systems

2 Energy
efficiency

13 Bluetooth 115 Bluetooth 135

25 Research
challenges

2 Business
model

12 Ontology 115 Architecture 132

26 Resource
management

2 ipv6 11 Architecture 112 Ontology 123

27 SDN 2 Logistics 11 Wireless
network

107 QoS 120

28 Security 2 Smart home 11 QoS 105 Wireless
network

117

(Continues)
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(Continued)

Rank

2000‐2005 (Number of
keywords: 516)

2006‐2011 (Number of
keywords: 5,458)

2012‐2016 (Number of
keywords: 48,263)

2000‐2016 (Number of
keywords: 54,237)

Keywords
Number of
appearances Keywords

Number of
appearances Keywords

Number of
appearances Keywords

Number of
appearances

29 Service
composition

2 Smart objects 11 Pervasive
computing

101 Pervasive
computing

109

30 Service‐oriented
architecture

2 Internet 10 Interoperability 97 Embedded
system

106
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