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1 |  INTRODUCTION

Following the deployment of real‐time services such as 
video streaming, gaming, and virtual and augmented reality, 
current computer networks are confronted with increasing 
demands highly available, reliable, and seamless network 
service provisions. To meet these requirements, there have 
been many studies on data transmission techniques, such as 
data compression [1,2], encryption [3,4], and transmission 
methods [5,6]. However, these techniques cannot be used if 
we are unable to cope with a network link down or equipment 
failure (i.e. L2 switches or L3 routers). For this reason, we 
need to focus on how to handle a network failure in a more 
efficient manner.

In traditional computer networks with a single gateway 
system, network devices can communicate with an external 

network only through a single gateway. In this single gateway 
system, however, a single point of failure (SPOF) problem 
may occur, as shown in Figure 1. If a gateway router fails, 
network devices in a local area network (LAN) cannot com-
municate with an external network. To tackle this SPOF prob-
lem, we can utilize a router redundancy method [7]. Router 
redundancy refers to the case where extra routers exist to pro-
vide a backup path in the case of a primary router failure. 
If a router fails, the routing functionalities should be seam-
lessly shifted from one router to another without any disrup-
tion of the internal network. A significant challenge has also 
been the allocation of redundant routers—when these routers 
exist—to achieve high availability [8].

Currently, there are three main router redundancy proto-
cols that can be implemented in a router: (a) a hot standby 
router protocol (HSRP) [9], (b) a gateway load balancing 
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protocol (GLBP), and (c) a virtual router redundancy pro-
tocol (VRRP) [10‒14]. All these protocols have their own 
specifications and have a similar mechanism. However, both 
HSRP and GLBP are Cisco proprietary software and are in-
herently closed source, whereas VRRP is an open standard 
created by the Internet Engineering Task Force (IETF). By 
adopting the open standard protocol instead of commercial 
software, network enterprises can reduce the considerable 
license fee and maintenance costs and achieve increased flex-
ibility. In an effort to develop an open networking framework 
independent of specific network vendors, we utilized the 
open‐source VRRP. Many studies have aimed at increasing 
the fault‐tolerance responses of networks by either adopting 
these router redundancy solutions [15,16], or the fast reroute 
(FRR) technology used in IP/MPLS networks. Additionally, 
the VRRP mechanism has been adopted as a solution for 
fault‐tolerance issues for networking (SDN) controllers de-
fined based on software [17].

According to the VRRP specifications, it takes more than 
3 s for the backup router to detect a failure at the master router. 
However, this delay still makes it difficult to support seam-
less and real‐time network services. To cope with a network 
failure more efficiently, we need a mechanism that achieves 
the prompt detection of failures in the path between the 
VRRP routers. To meet this requirement, we developed a fast 
detection with virtual router redundancy protocol (FDVRRP) 
in which VRRP routers are notified promptly about a network 
failure by the bidirectional forwarding detection (BFD) pro-
tocol [18,19]. Accordingly, they can then directly act as the 
master routers.

For the implementation of FDVRRP, we utilized an open‐
source–based network operation system, referred to as an 
open neutralized network operating system (OpenN2OS). 
It is a network software framework installed on network-
ing equipment that supports various network functions. Our 
FDVRRP was implemented into OpenN2OS and was loaded 
as a module. In the performance test of the FDVRRP, we 

installed OpenN2OS on an ×86 software router using a vir-
tual machine and analyzed its failover performance. Based on 
the failover test, we verified that the packet loss was reduced 
significantly during a failover of the FDVRRP in comparison 
to VRRP.

The remainder of this study is organized as follows: in 
Section 2, we provide some background to the present topic, 
and describe the OpenN2OS system architecture, VRRP, and 
the BFD protocol. In Section 3, we provide the details and 
operation mechanism of FDVRRP. In Section 4, we intro-
duce the methodology of the performance test. In Section 5, 
we analyze the performance test and its results. Finally, the 
concluding remarks are outlined in Section 6.

2 |  BACKGROUND

2.1 | OpenN2OS
OpenN2OS [20] is a network operation system, such as 
Quagga, ZebOS, and Cisco IOS, which is installed on net-
working equipment. However, contrary to the proprietary 
NOS, the OpenN2OS is an open architecture software frame-
work that can adopt various networking techniques. It also 
orients an open platform that supports all types of network-
ing devices. OpenN2OS features a network service with high 
availability, high modularity, and a hardware‐independent 
hardware abstraction layer (HAL) framework.

Figure 2 shows the overall framework of OpenN2OS. 
Currently, OpenN2OS supports various networking proto-
cols, such as L2/L3 (eg, STP, MSTP, RSTP, LACP, LLDP, 
RIP, OSPF, ISIS, VRRP, and BFD), BGP, and MPLS. During 
the operation of OpenN2OS, administrators or operators can 
configure network protocols and network interfaces based on 
the command line interface (CLI). The OpenN2OS source 
code and development documents can be downloaded at https 
://openn 2os.etri.re.kr.

2.2 | VRRP
VRRP is an open standard. It was designed by IETF in 1999 
to handle a single point of failure. VRRP specifies an election 
protocol that dynamically assigns the responsibility of a vir-
tual router to one of the VRRP routers in a LAN. The VRRP 
router elected as the master controls the IP address(es) as-
sociated with the virtual router, and forwards packets sent to 
these IP addresses. The master router sends an advertisement 
packet to the backup routers at successive advertisement in-
tervals (set to 1 s by default). If an advertisement packet is 
not received by the backup routers within a period of a few 
seconds (3× advertisement interval + skew time), the backup 
router that has the highest priority becomes the master router. 
The skew time is a variation used to skew a timer, which 
is calculated according to the formula ((256‐priority)/256) s. 
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The advantage gained from using VRRP is high availability 
in the case of a network failure without the need to config-
ure dynamic routing or router discovery protocols at every 
end‐host.

2.3 | BFD protocol
The BFD protocol is designed to provide a low‐overhead, 
and a fast detection of link failures on any type of path, in-
cluding direct physical links, virtual circuits, tunnels, MPLS 
label switched paths (LSPs), and multihop routed paths. 
Furthermore, it operates independently on the transmission 
media, data protocol, and routing protocol, without any need 
to modify the existing protocols. BFD nodes send BFD pack-
ets periodically over each path between any two nodes. If a 
node does not receive BFD packets for a certain period of 
time, some components in that particular bidirectional path 
are assumed to have failed. In certain instances, BFD nodes 
may not send periodic BFD packets to reduce the packet 
overhead.

3 |  OPERATION MECHANISM OF 
FDVRRP

In this section, we describe the FDVRRP operation mecha-
nism on the OpenN2OS framework. When a VRRP group 
is created on a VRRP router, the router acts as a master or 
backup router through a master election procedure. After 
the election, the master router sends a VRRP advertisement 

packet every second, whereas the backup routers verify the 
reception of the VRRP advertisement packet. If the received 
packet is normal and the priority is higher than its own prior-
ity, the backup router resets the master down timer, which 
is a regular timer calculated as (3  ×  advertisement inter-
val + skew time). If the master down timer has expired the 
backup router becomes the master router, and it starts to send 
the VRRP advertisement packet. In general, the expiration of 
the master down timer is caused by the fact that the backup 
router cannot receive any packets. In other words, this may 
occur when the master router has failed, or the link between 
the VRRP routers is down. In any case, it takes more than 3 s 
for VRRP routers to conduct a complete failover. However, 
this period is too long to provide a highly available network 
service.

To reduce the failover time, backup routers need to be aware 
of a network failure before the master down timer expires. To do 
so, a VRRP engine interworks with a BFD engine that continu-
ally senses the link state between the VRRP routers. As shown 
in Figure 3, the interaction procedure is as follows: (a) a VRRP 
engine registers session information of interest with the local 
IP address and peer IP address into a BFD engine; (b) after the 
registration, the BFD engine continues to detect the session sta-
tus and notifies the VRRP engine when the BFD session status 
is changed (namely, up →down or down →up); and (c) when 
the VRRP engine receives an event message on a BFD session 
which is down, it promptly starts changing from a backup to 
a master router. The interaction between the VRRP and BFD 
engines is based on the IPC/Event manager, which is one of the 
basic operations in OpenN2OS (Figure 3).
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4 |  METHODOLOGY

To execute the performance test of FDVRRP, we set up 
a test environment using virtual machines (Ubuntu 14.04) 
consisting of one server, two routers, one switch, and two 
end‐hosts, as shown in Figure 4. Router‐1 and Router‐2 are 
VRRP routers, and Switch‐1 is used as an L2 switch for 
traffic forwarding. We installed OpenN2OS on Router‐1, 
Router‐2, and then enabled the VRRP and BFD protocols 
on these routers.

For a VRRP operation, we should first set up a virtual IP 
address with a VRRP group number. All routers in the same 
VRRP group must be configured with the same IP address. 
Otherwise, they cannot communicate with each other. We con-
figured the VRRP routers with the VRRP group number 1 and 
the virtual IP address of 199.0.1.1. Using this test environment, 
we analyzed the fail‐over performance of two different configu-
rations, that is, the (1) VRRP and (2) FDVRRP configurations.

4.1 | VRRP configuration
We set up the VRRP configuration at the interface eth1 of 
Router‐1 and Router‐2 according to the following commands:

Router‐1(config)#
Router‐1(config)#interface eth1
Router‐1(interface)#vrrp 1 ip 199.0.1.1
Router‐1(interface)#vrrp 1 priority 200

Router‐2(config)#
Router‐2(config)#interface eth1
Router‐2(interface)#vrrp 1 ip 199.0.1.1
Router‐2(interface)#vrrp 1 priority 100
Because the priority of Router‐1 (200) is higher than that 

of Router‐2 (100) in accordance with the master election 
procedure, Router‐1 serves as the master router at the be-
ginning. Subsequently, Router‐1 adds the virtual IP address 
(199.0.1.1) as the secondary IP address on the interface eth1, 
and forwards packets sent to this IP address. Figure 5 shows 
the VRRP status information of each router.

4.2 | FDVRRP configuration
To make the VRRP engine interact with the BFD engine, we 
should add a BFD configuration on the interface eth1 of each 
router. The BFD configuration commands are as follows,

Router‐1(config)#
Router‐1(config)#interface eth1
Router‐1(interface)#bfd interval 300 min‐rx 150 multiplier 3
Router‐1(interface)#vrrp 1 bfd 199.0.1.20 199.0.1.10
Router‐2(config)#
Router‐2(config)#interface eth1
Router‐2(interface)#bfd interval 300 min‐rx 150 multiplier 3
Router‐2(interface)#vrrp 1 bfd 199.0.1.10 199.0.1.20
First, we set up the BFD protocol variables: interval  

denotes the desired min transmission interval value (ms), 
and min‐rx denotes the required min reception inter-
val value (ms) for a BFD packet. According to this com-
mand, the BFD protocol initiates a BFD operation at the 
interface. Subsequently, we register the BFD session of 
interest using the information on the peer IP and local IP 
addresses, as mentioned in Section 3. For example, in the 
case of Router‐1, the peer IP address is 199.0.1.20 and the 
local IP address is 199.0.1.10. After the registration, the 
BFD protocol periodically detects a link failure at the BFD 
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session by sending and receiving BFD packets. If a failure 
is detected, the VRRP engine is notified immediately, and 
the router then promptly changes its status from backup to 
master. Figure 6 shows the FDVRRP status information of 
Router‐1 and Router‐2.

5 |  PERFORMANCE TEST AND 
RESULTS

In this section, we describe the following tests conducted to 
measure the failover performance, restoration performance, 
effect of the VRRP advertisement interval, effect of the 
packet input rate, BFD packet overhead, and load‐balancing 
performance between the VRRP routers. The major benefits 
of FDVRRP are the very fast failure detection and the failover 
with a low‐packet overhead. Consideration of the failover 
performance outcome indicates that FDVRRP is almost two 
times faster than VRRP. Furthermore, FDVRRP significantly 
reduces the packet loss during the failover, regardless of the 
VRRP advertisement interval or the packet input rate.

5.1 | Test scenario
To generate traffic from Host‐1 and Host‐2 to the server, 
as shown in Figure 4, we used the well‐known bandwidth 

measurement tool, iperf. This tool helped us measure the 
active bandwidth between the client and the server. In this 
scenario, Host‐1 and Host‐2 become iperf clients, whereas 
the server acts as an iperf server. Upon running iperf, each 
host simultaneously sends UDP packets to the server at 
10 Mbps. In all the tests, the UDP packet size is constant 
and equal to 32 bytes. Accordingly, all the traffic from the 
hosts will arrive at the server that passes through the master 
router.

5.2 | Failover performance
First, we conducted a failover test when the master router 
was disconnected. Based on the configuration mentioned 
in Section 4, the current master router is Router‐1. Figure 
7 shows the traffic bandwidth passing through the interface 
eth2 of Router‐1 and Router‐2. Before the disconnection, all 
packets from the hosts pass through Router‐1, and the total 
bandwidth is approximately 20 Mbps (10 Mbps from each 
host). Subsequently, we shut down the interface eth1 of 
Router‐1. As a result, all packets were instantly blocked until 
Router‐2 acted as the master router for routing all the packets. 
In this study, we called the duration during which the packet 
was blocked as the failover time. In the VRRP configuration 
case, the failover time lasted approximately 4 s, as shown in 
Figure 7A. Meanwhile, we can reduce the failover time by 

F I G U R E  5  VRRP status information: (A) Router‐1 serves as the master router and (B) Router‐2 serves as the backup router
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half (2 s) by virtue of FDVRRP, as shown in Figure 7B. The 
improvement of the performance of FDVRRP was attributed 
to a specific mechanism. Whenever the VRRP engine was 
notified by the BFD engine that a BFD session was down, 
it instantly switched to the master router regardless of the 
master down timer.

5.3 | Restoration performance
We conducted a restoration test (as an additional perfor-
mance test) when the previous master router (Router‐1 in 
this example) was reconnected. In this way, we could control 
the preemption mode of the VRRP routers. By default, the 
preemption mode was enabled so that when a higher priority 
backup router became available, it was elected as the master 
router again. However, if the preemption mode was disa-
bled, the backup router that had been elected to become the 
master router remained in the master state, even if the origi-
nal master router recovered. In the case of the restoration 

test, we considered that the preemption mode was enabled 
by default. Initially, all the packets from the hosts passed 
through Router‐2 because Router‐1 was disconnected. We 
then reconnected the interface eth1 of Router‐1 so that it can 
serve as the master router again. In this study, we defined 
the “restoration time” as the time required by Router‐1 to be-
come the master router again in the case of a link restoration. 
As shown in Figure 8, the restoration time takes approxi-
mately 2 s for both the VRRP and FDVRRP configurations. 
This result was reasonable for both configurations because 
Switch‐1 needed time to update its L2 table through MAC 
learning to forward packets to the restored path.

5.4 | Effect of VRRP advertisement interval
We also analyzed the effect of the VRRP advertisement in-
terval on the packet loss during the failover time. We es-
tablished a failover scenario as indicated in Section 4.2, but 
with a different VRRP advertisement interval. We fixed the 

F I G U R E  7  Failover performance 
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4 s. (B) FDVRRP: The failover time is 
approximately 2 s
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packet input rate at 50 packets per second and sent pack-
ets for 20  s (this was adequate compared to the failover 
time). Figure 9 shows the number of lost packets during the 
failover time as a function of the VRRP advertisement inter-
val. When the VRRP advertisement interval is 1 s, approxi-
mately 120 packets from a total of 1,000 packets (12%) are 
lost when the VRRP configuration is used. Conversely, just 
26 packets from a total of 1,000 packets (2.6%) are lost when 
the FDVRRP configuration is used. Furthermore, the packet 
loss gap became larger as the VRRP advertisement interval 
increased. Specifically, 300 packets were lost (30%) when 
the VRRP configuration was used, while 28 packets were 
lost (2.8%) when the FDVRRP configuration was used and 
when the VRRP advertisement interval was 3 s (these rates 
were also estimated based on the same total number of dis-
patched packets). This performance improvement was de-
rived owing the merits of FDVRRP given that link failures 

were quickly detected and the backup router instantly acted 
as the master router, regardless of the VRRP advertisement 
interval.

F I G U R E  8  Restoration performances 
of VRRP and FDVRRP. (A) VRRP: The 
restoration time is approximately 2 s. 
(B) FDVRRP: The restoration time is 
approximately 2 s
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5.5 | Effects of packet input rate
The packet input rate also has an influence on the packet 
loss during the failover time. In this test, we set the VRRP 
advertisement interval at 1 s while we increased the packet 
input rate from 1 packet per second to 100 packets per sec-
ond. For each input rate, the number of test packets was 
1,000. As shown in Figure 10, both VRRP and FDVRRP 
exhibit increased packet loss rates as the packet input rate 
increases. The gap in the packet loss performance may not 
be too large when the packet input rate is very low (approxi-
mately 1 packet per second, which is a rare case). However, 
the performance gap increased as the packet input rate 
increased. When the packet input rate was 5 packets per 
second, 16 packets (1.6%) were lost when the VRRP con-
figuration was used, but only four packets (0.4%) were lost 
when the FDVRRP configuration was used. Furthermore, 
when the packet input rate was 100 packets per second, 
224 packets (22.4%) were lost when the VRRP configura-
tion was used, but only 66 packets (6.6%) were lost when 
the FDVRRP configuration was used. We verified that our 
FDVRRP reduced the number of lost packets by almost 
75% compared with VRRP, and this effectiveness will be 
stronger when the incoming traffic rate is significantly 

large, such as in real‐time video gaming and virtual/aug-
mented reality applications.

5.6 | BFD packet overhead
To measure the BFD packet overhead in a FDVRRP system, 
we captured the BFD packets to calculate its transmission rate. 
Figure 11 shows the BFD packet rate at the interface eth1 of 
Router‐1. The input rate indicates the received BFD packet rate, 
and the output rate indicates the transmitted BFD packet rate. 
We verified that the input rate was under 2 Kbps, and the out-
put rate was under 2.5 Kbps. Considering the fact that current 
routers achieve the maximum throughput of over 100 Mbps, 
this BFD packet overhead is considered as negligible.

5.7 | Load balancing between VRRP routers
To achieve load balancing between the VRRP routers, the 
routers operated with multiple VRRP groups. For example, 
Router‐1 acted as the master router for the VRRP group 1, and 
as the backup router for the VRRP group 2, whereas Router‐2 
acted as the master router for the VRRP group 2, and as the 
backup router for the VRRP group 1. To accomplish this, 
each VRRP group must have different virtual IP addresses. In 
this test, the virtual IP address for the VRRP group 2 was set 
to 199.0.1.2. The multiple VRRP group scenario was config-
ured based on the use of the following commands:

Router‐1(config)#
Router‐1(config)#interface eth1
Router‐1(interface)#vrrp 1 ip 199.0.1.1
Router‐1(interface)#vrrp 1 priority 200
Router‐1(interface)#vrrp 2 ip 199.0.1.2
Router‐1(interface)#vrrp 2 priority 100
Router‐2(config)#
Router‐2(config)#interface eth1
Router‐2(interface)#vrrp 1 ip 199.0.1.1
Router‐2(interface)#vrrp 1 priority 100
Router‐2(interface)#vrrp 2 ip 199.0.1.2
Router‐2(interface)#vrrp 2 priority 200

F I G U R E  1 0  Effects of the packet input rate on the packet loss 
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After the configuration of the VRRP routers, we set up 
the default gateway IP addresses of Host‐1 and Host‐2 to 
199.0.1.1 and 199.0.1.2, respectively. Each host simultane-
ously sent UDP packets to the server at 10 Mbps. Figure 12 
clearly shows that the traffic is evenly distributed to each 
router. This is because the traffic from Host‐1 passes through 
the master router of the VRRP group 1 (Router‐1), whereas 
the traffic from Host‐2 passes through the master router of 
VRRP group 2 (Router‐2). Figure 13 shows the FDVRRP 
configuration with multiple VRRP groups. Router‐1 is the 
master router for the VRRP group 1, whereas Router‐2 is the 
master router for the VRRP group 2.

6 |  CONCLUSIONS

Within a LAN, VRRP has been suggested as a method to 
achieve a highly available and reliable network service, 

even during network failures. However, when there is an in-
creasing demand for real‐time services and an increase in the 
number of applications that are sensitive to packet loss, the 
traditional VRRP reaches its support limit because it cannot 
cope promptly with network failures that occur in the path 
between the VRRP routers. To address these weak points, 
we proposed the use of FDVRRP in which the backup router 
quickly detected link failures and immediately became the 
master router. Based on a failover performance test, we 
verified that FDVRRP exhibited increased capacity for very 
fast failure detections and failovers with low‐packet over-
head. Its response was almost improved by a factor of two 
compared to VRRP. Furthermore, FDVRRP greatly reduced 
packet loss during the failover time, regardless of the VRRP 
advertisement interval or the packet input rate. In future 
work, we will consider the interworking of the BFD protocol 
with other L3 protocols, such as OSPF, ISIS, and BGP, to 
improve the L3 routing in the case of link failures.

F I G U R E  1 2  Load‐balancing between 
VRRP routers (10 Mbps per router)
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