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1  |   INTRODUCTION

Several vision systems are being adopted in a variety of prac-
tical applications with the aid of dissemination of portable 
and the recent developments in vision technologies. In par-
ticular, the advent of deep learning techniques makes vision 
systems more useful in real‐world environments because 
these techniques deal with diverse real images and videos. 
For example, object recognition and detection models have 
recently been implemented in several applications, including 
autonomous vehicles, image/video search engines, and au-
tomatic object tagging, owing to their breakthrough perfor-
mance [1‒3]. Action recognition, one of the most challenging 
problems in computer vision, has also been investigated 

through deep learning techniques [4‒6]. Although there are 
some meaningful methods for action recognition, they are not 
as widely used in real‐world applications. Unlike an object, 
human actions are shown differently according to scene and 
camera view. Thus, building a model to represent the gen-
eral behavior is not easy. Therefore, in a practical application, 
limited and well‐refined datasets are utilized to detect the tar-
get actions. However, most action datasets are taken by the 
director's control, thereby complicating their application in 
real‐world videos.

For the practical behavior detection research, we newly 
set up a problem of detecting illegal dumping actions in sur-
veillance cameras. Dumping actions are frequently found in 
real‐world videos such as a situation where a piece of trash 
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is thrown on the street. Thus, the detection of dumping ac-
tions can be a useful module in real‐world vision systems. 
A similar study regarding dumping action detection is the 
detection of abandoned luggage through visual surveillance 
systems [7,8]. The abandoned luggage detection determines 
suspicious objects that are left unbothered for a while. There 
are two main differences between our problem and the aban-
doned luggage detection problem. First, the abandoned lug-
gage detection problem focuses on detecting the abandoned 
object only after an event occurs. However, our problem de-
tects the person who generated the event when it occurred. 
Second, we utilize real‐world data instead of video recorded 
by a given scenario. In traditional data, people were found to 

intentionally leave objects in visible positions on the cam-
era. In actual data, however, there is a large variation in the 
recorded data such as dumping spots and poses, as shown in 
Figure 1.

In this paper, we propose a novel framework to detect 
garbage dumping actions in real time. The overall struc-
ture of our scheme is shown in Figure 2, First, a foreground 
region, joint heatmaps, and joint positions are obtained 
through background subtraction and joint estimation. 
Then, our scheme tracks pedestrians and detects the object 
being carried by them. After object detection, it is tracked 
with a correlation filter tracker that operates in real time. 
Simultaneously, the distance relationship is incrementally 
modeled between each person's joint and the tracked object. 
If a change is detected considering the distance relation, our 
method detects the dumping action. Experimental results 
show the effectiveness of the proposed method by compar-
ing the state‐of‐the‐art and ablation studies of the proposed 
modules.

2  |   RELATED WORKS

The field of video surveillance has been actively studied as 
a useful application in the field of computer vision research. 
To assist surveillance observers who simultaneously monitor 
several cameras, various fields such as foreground detection, 
object detection, tracking, motion analysis, action recogni-
tion, and abnormal behavior detection have been developed 
together [9].

In the field of action recognition, a representative research 
such as two‐stream network [4] has been proposed and large‐
scale video datasets are being built [10,11]. These datasets 

F I G U R E  1   Appearance variations in real‐world dumping action: 
(A and B) various dumping poses, (C) various types of garbage, and 
(D) various camera views
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F I G U R E  2   Overall framework of the proposed method
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consist of movies or broadcast videos and the definition of 
each action is ambiguous. However, action recognition re-
search in surveillance video focuses on well‐defined actions 
according to the purpose of installation of the surveillance 
camera. Because surveillance target events such as violence 
and abnormal actions rarely occur, previous studies adapted 
the rule‐based decision [12] or formulated this problem as 
the outlier detection problem [13,14]. This approach demon-
strated the possibility of event detection when the event was 
difficult to model owing to a lack of data. However, if the 
normal events occur with the new pattern, these normal 
events are detected as abnormal.

Garbage dumping actions occur frequently and are con-
sidered an important event in surveillance but they have not 
been studied well in previous studies. There are several stud-
ies to detect the garbage dumping by establishing a specific 
problem, that is, throwing objects across a fence [15] or from 
a vehicle [16] and classifying the clean road and garbage area 
[17,18]. However, these methods do not use the general sur-
veillance camera installed at a high position and detect the 
garbage instead of understanding why the person threw the 
trash.

The study on abandoned baggage detection is the most 
similar to our study but they focus on the detection of aban-
doned objects instead of detecting discarded behaviors. 
These methods mainly utilize two background model meth-
ods with different learning rates: a fast‐adaptive background 
and a slow‐adaptive background [7,8]. The fast‐adaptive 
background includes the appearance of abandoned baggage 
but the slow‐adaptive background does not include the bag-
gage. By comparing these two backgrounds, the abandoned 
baggage or parked vehicle can be found. However, the de-
termination of the object after the occurrence of an event 
takes some time. There are other studies [19,20] that detect 
surveillance activities such as loitering, falling, and fighting. 
However, most of them are not natural and have been con-
cocted. Owing to this dataset bias, many false alarms occur, 
which interfere with the monitoring system. We design our 
algorithm using real data and minimize false alarms to enable 
practical applications.

3  |   PROPOSED METHOD

The detection of garbage dumping behavior is an applica-
tion of action recognition. However, the adoption of con-
ventional action recognition methods is difficult. The data 
required to model the appearance characteristics of dump-
ing behavior to utilize deep learning algorithms is insuffi-
cient. In addition, the trash discarding behavior has several 
appearance variations, which complicate the creation of the 
general appearance model. Figure 1A and 1B show the di-
versity of appearance in real‐world dumping actions: a man 

throws the trash in Figure 1A and a woman puts garbage in 
the surrounding trash pile in Figure 1B. Figure 1C shows 
the shape diversity in the discarded object. It is difficult 
to define the general shape of the garbage because there 
are many types of discarded items such as paper boxes 
and plastic bags. In addition, depending on the installa-
tion height and angle of the camera, the appearance of the 
trash discarding behavior significantly changes, as shown 
in Figure 1D.

In addition to the difficulties resulting from the diversity 
of appearance, the proposed method is designed to meet the 
requirements of actual users. The conventional clip‐based ac-
tion recognition studies are not online detection methods and 
the abandoned luggage detection methods require a certain 
time for detection after the event occurs. However, in a real‐
time monitoring system, it is essential to notify the observer 
immediately after the occurrence of the event, implying that 
on‐time detection is required instead of post‐event detection. 
For this purpose, each module must be able to operate on-
line and be efficient in the computation for real‐time opera-
tion. Figure 2 depicts the overall framework of the proposed 
method. A detailed description of each module is given in the 
following subsection.

3.1  |  Foreground detection
Because the video is composed of consecutive images, use-
ful information can be obtained from the temporal property. 
Among these images, foreground detection provides informa-
tion about the region where the change occurs in the video. 
To obtain the foreground region, we first modeled the back-
ground, which is a stable area, without changing the input 
frame and subtracting the input frame from the background. 
The latest methods using R‐PCA [21,22] or CNN [23,24] 
exhibit good performance in foreground detection but they 
sacrifice speed and require scene‐specific training and future 
frame information. Therefore, our framework adopts a scene 
conditional background modeling method that can handle the 
moving camera [25].

3.2  |  Joint confidence map and 
joint estimation
The information about the posture and joint of a person is 
useful abstracted information for many applications such as 
human‐computer interaction and behavior understanding. In 
particular, the extensive pose data [26,27] and state‐of‐the‐art 
deep learning‐based methods have enabled robust and fast 
joint detection [28,29]. Among them, we adopt the algorithm 
used by [28] called Openpose. This estimates a multiperson 
2D pose using the multistage convolutional neural network 
that learns joint locations and associations. After an input 
image passes through this network, a joint confidence map 
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that has the same input size and joint coordinates with dis-
crete positions are obtained.

3.3  |  Pedestrian tracking
In the previous section, we obtained the joint confidence map 
and discrete joint coordinates by the pose estimation method. 
However, because it is a detection‐based method that oper-
ates on single frame without temporal information, we can-
not accurately determine the information about every person 
owing to false positives and false negatives (missing). Apart 
from the problems of missing and false alarms, pose estima-
tion generates an output regardless of the order of existence 
of multiple people. To ensure that each person has the same 
ID over time, a multitarget tracking scheme is required. We 
employed the tracking‐by‐detection framework [30] based 
on the Hungarian method [31], which operates online in real 
time. While the original method used a full‐body bounding 
box from the deformable part model [32], the whole‐body 
boxes often are overlapped and occluded when people walk 
together. When each person's bounding box overlaps, a com-
plex cost function for matching is required to correctly link it 
with the tracking process. Additionally, the size of full‐body 
bounding box significantly changes depending on the move-
ment of the hand and foot but the change in the size of head 
bounding box is relatively smaller. The position of the head 
bounding box has a tendency to move linearly in the direction 
that the person is heading to, which assists in linking the de-
tections to the tracking process. Therefore, we used the head 
bounding boxes as inputs to pedestrian tracking.

Figure 3 shows the tracking performance difference ac-
cording to the input bounding box type under the same 
matching cost function. As shown in the top row of Figure 
3, when the full‐body bounding box is used, the ID of the 
person is newly given or ID switch occurs. However, when 
the head bounding box is used, the ID remains unchanged 
after overlap occurs, as shown in the bottom row of Figure 3.

3.4  |  Carrying object detection
The dumping action can be defined as a situation in which 
a person is separated from a human carrying an object. If a 
bounding box of a person and an object is given as the ground 
truth, the situation where two objects are moving away can 
be easily detected [12]. However, objects that people carry 
are difficult to detect even with state‐of‐the‐art detection al-
gorithms. Figure 4 shows the detection results of Faster R‐
CNN [3] trained on the COCO dataset [26]. Pedestrians are 
relatively well‐detected but human‐carried objects are rarely 
detectable because it is difficult to define the shape character-
istics of humans carrying objects. In other words, because the 
type of garbage is diverse, the performance of garbage detec-
tion is not satisfactory owing to the intra‐variation problem.

Therefore, in this study, we find the human carrying object 
using joint information and foreground region instead of object 
detection. The overall scheme is presented in Figure 5. Using 
the foreground image, joint position and heatmap (color re-
verse map of confidence map), and pedestrian tracking, we es-
tablish the initial candidate region for carrying object near each 
hand. Let binit = (xinit, yinit, winit, hinit) denote the position (center 
coordinate, width, and height) of an initial box. The width winit 
and height hinit are set to half of those of the pedestrian box as

Then, for the left hand, we set the right‐top point of the 
initial box to be the left hand's coordinates and shifted it 
slightly to the right as

(1)winit =wperson, hinit =hperson∕2.

(2)
xL

init
= xL

hand
−

winit

2
+

winit

5
,

F I G U R E  3   Pedestrian tracking performances: top row and 
bottom row show the results of using the full‐body bounding box and 
head bounding box, respectively. When the full‐body bounding box is 
used, the ID of the person passing in front of the camera is newly given 
as (A and B) and both IDs change as (C and D)

(A) (B) (C) (D)

F I G U R E  4   Examples of detection results of Faster R‐CNN [3] 
using COCO dataset [26]

(A) (B)
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In the case of right hand, we set the left‐top point of the 
initial box to be the right hand's coordinates and slightly 
shifted it to the left as

where the superscript L and R indicate left and right, respec-
tively. As shown in the blue rectangle in Figure 5G, this initial 
rectangle covers the candidate area containing a human‐held 
object around the hand. By establishing the area for the initial 
bounding box to be proportional to the size of the person, the 
object candidate region changes according to the size of the per-
son, which varies depending on the camera installation angle 
or scene depth. Here, these parameters in (1)–(5) act as a guide 
for the initial candidate. The establishment of the initial candi-
date region is heuristic but in most dumping events, people do 
not throw away objects bigger than their bodies. In addition, 
because the initial candidate region will be refined to fit the 
carrying object in the next step, the initial region is set to a large 
region to include the carried object.

Then, the scheme determines whether the initial box con-
tains an object using the heatmap and foreground map near 
hand. As shown in Figure 5, heatmap and foreground patches 
Figure 5E and 5F are extracted at the initial box from an 

image‐size heatmap and foreground map as Figure 5C and 5D. 
If a person is holding an object, an object region will appear 
in the foreground because objects and people move together 
in the video. However, because the appearances of objects are 
different than those of the joints, the heatmap does not contain 
the object region. Therefore, by comparing the foreground and 
heatmap, the human‐held objects can be detected.

Let H
binit

 and F
binit

 be the heatmap patch as shown in Figure 
5E and the foreground patch as shown in Figure 5F on the po-
sition of binit, respectively. Then, a patch M, which represents 
the foreground pixel that is not included in the human region, 
is obtained as

where thh is the threshold parameter for heatmap. In this ob-
tained binary image M, each isolated chunk is represented by 
the contour and bounding rectangle as Figure 5F by finding 
the convex hulls [33].

Then, we selected the largest chunk, greater than the min-
imum size tharea, and the bounding box of the largest chunk 
was set as the refined object box brefine. By conducting the 
tests to determine the human joint region contained in the 
refined box brefine, we decided whether to use this refined 
box as the object position through the following equation:

(3)yL
init

= yL
hand

+
hinit

2
.

(4)xR
init

= xR
hand

+
winit

2
−

winit

5
,

(5)yR
init

= yR
hand

+
hinit

2
,

(6)M(i)=

{
1 if H

binit
(i) ⋅F

binit
(i)< thh,

0 otherwise,

(7)

1

N

N∑
i=1

H
brefine

(i)> thh.

F I G U R E  5   Overall procedure for carrying object detection. The joint heatmap is obtained by applying color reversal to the confidence map 
of the joint to facilitate the calculation: (A) Input video, (B) Background model, (C) Foreground image, (D) Joint position & heatmap info, (E) 
Initial candidate region near hand, (F) Refined candidate region of carrying object, and (G) Final carrying object proposal

(A) (B)

(D)

(C)

(E) (F) (G) 
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If the tracking of carrying object fails, the reinitialize 
scheme works and finds the object near the hand again. 
The details of the tracking of carrying object and re‐initial-
ize scheme are described in the next section. The red box 
in Figure 5G shows the example of refined object boxes. 
Through the proposed method, it is possible to detect small 
objects and various types of garbage that are difficult to de-
tect with conventional object detection methods, as shown in 
Figure 6.

3.5  |  Tracking of carrying object
Although brefine as a human‐held object rectangle is ob-
tained, it is not efficiently detected when the confidence 
of hand joint is low or the foreground has some noise. To 
compensate for this instability, we combined single‐target 
tracking to maintain temporal consistency in the object 
region. Among the various single‐target tracking algo-
rithms [34‒36], we adopted the kernelized correlation filter 
method (KCF) [37]. This correlation filter‐based tracking 
is very efficient as well as provides a comparable perfor-
mance in comparison with deep learning‐based tracking. 
However, single‐target tracking methods are generally as-
sumed when the position of an object is accurately given 
in the first frame. Instead, in our problem, the position  
brefine in Section 3.4 is used for the object's initial position. 
We also implemented a reinitialization scheme when the 
tracker confidence was smaller than the given threshold, 
implying that our method discards the error accumulated 
in the tracker and finds the object using the scheme in 
Section 3.4, which enables robust tracking like a tracking‐
by‐detection scheme.

3.6  |  Voting‐based dumping action detection
Finally, for the detection of dumping action, we want to de-
tect the situation when the object is far from the pedestrian. 
The nave method is to measure the distance between a per-
son's hand coordinates and hand‐held object and if this dis-
tance is more than a certain length, it can be detected as an 
act of discarding. However, there are several drawbacks such 
as the tracking is not perfect, the position of the estimated 
hand is incomplete, and the length relation is not consistent 
depending on the camera view and carrying type.

To resolve these problems, we estimated all joints and vot-
ing‐based decision based on 1D Gaussian modeling. In our 
method, the distance of the held object and each joint was 
modeled by the 1D Gaussian model (mean mi and variance s2

i
)  

using the moving average as

where i indicates the joint index and d(t)

i
 is the Euclidean dis-

tance between the center of target (x(t)

obj
,y

(t)

obj
) and i‐th joint coor-

dinates (xi, yi) at time t.

and v(t)

i
 are defined as

This updated process proceeds only for the joints with 
confidence larger than thc. Likewise, we tested the joints with 
the confidence of at least thc and determined whether each 
joint relation is normal through the following equation:

where thj is the threshold parameter. Unlike a typical test, 
we only considered d(t)

i
 when it was greater than m(t−1)

i
. In 

other words, we only considered the situations where the 
distance between the object and human joints increases ac-
cording to the dumping action situation. As the last step, 
we used the voting method that measured the percentage of 
joints that passed the test of (12) from the total number of 
joints N as

(8)m
(t)

i
= (1−�)m

(t−1)

i
+�d

(t)

i
,

(9)s
2 (t)

i
= (1−�)s

2 (t−1)

i
+�v

(t)

i
,

(10)d
(t)

i
=

√(
x

(t)

obj
−x

(t)

i

)2

+
(

y
(t)

obj
−y

(t)

i

)2

(11)v
(t)

i
=
(

d
(t)

i
−m

(t)

i

)2

.

(12)l
(t)

i
=

⎧⎪⎨⎪⎩

1 if
�

d
(t)

i
−m

(t−1)

i

�
>

�
s

2 (t−1)

i
∗ thj,

0 otherwise,

F I G U R E  6   Example results of human‐held object detection. The 
blue rectangle is the initial box binit and the red rectangle is the refined 
box brefine

(A) (B)

(D)(C)
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where l(t)
final

= 1 indicates that t‐th frame contains a dumping ac-
tion and thv is the threshold parameter.

4  |   EXPERIMENTS

The proposed method was implemented using C++ and 
OpenCV library. The joint information was estimated using 
the OpenPose library based on Caffe using C++. We experi-
mented with fixed parameters to determine the parameters 
with the best experimental performance without tuning for 
each scene. For the threshold parameters, thh equaled 0.5, 
thc and thv were 0.3, and thj was 2 in the conventional back-
ground model [38]. Because the proposed method captures 
the dumping action by modeling the relationship between a 
person and object, we abbreviated the relation‐based detec-
tion as RBD to represent our proposed method.

4.1  |  Dataset
As an experimental dataset, we received videos from the 
closed‐circuit television (CCTV) camera of local govern-
ments that were already installed. The video resolution was 
1,280 × 720 pixel (HD). We collected videos from eight differ-
ent spots, which were originally recorded for general surveil-
lance purposes as well as illegal garbage dumping. Original 
videos were collected for several hours at each location; 

however, we created clips of approximately 10 minutes ex-
cept for the section with no movements in scene. Although the 
target behavior was the dumping action of a person, in actual 
surveillance scenes, most events were normal, such as people 
or cars passing by. Thus, each compressed clip was re‐edited 
to have a similar duration for both normal and dumping action 
events. As evident from the various experimental pictures, 
some of the images were taken at night but the lighting situ-
ation was adequate owing to the streetlamp at the installation 
location. We targeted those events that could be judged to de-
termine dumping behavior in humans. Then, the ground truth 
of each clip was tagged for the starting and ending time of the 
dumping action. This ground truth was used to measure the 
false positives, true positives, and false negatives by overlap-
ping the detected event intervals, as shown in Figure 7.

4.2  |  Qualitative Comparisons
Figure 8 shows the result of detecting the dumping activity 
using the proposed algorithm. The red messages at the top 
left indicate that the proposed method detected a dumping 

(13)l
(t)

final
=

⎧
⎪⎨⎪⎩

1
∑

i

l
(t)

i
∕N > thv

0 otherwise,

F I G U R E  7   Illustration of false positives, true positives, and 
false negatives when true dumping event and detected event intervals 
are given

Dumping event (ground truth)

False 
Negatives 

(FN)

Detected interval (observation)

False 
Positives 

(FP)

True 
Positives 

(TP)

0

1

Frame

F I G U R E  8   Qualitative results of dumping action. The red messages at the top left indicate that the proposed method detected a dumping 
action

(C)(B)(A)

(F)(E)(D)
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action. The message has two lines because our scheme can 
simultaneously operate with and without single target track-
ing in the Section 3.5. The detailed explanation is given in the 
quantitative comparisons below.

The proposed method can detect objects in various forms 
of garbage. In addition, the proposed method can detect vari-
ous dumping actions irrespective of the dumping styles, such 
as bending the body and throwing it away.

Figure 9 shows the qualitative results of the proposed 
method in frame sequences. As shown in Figure 9A, the ob-
ject carried by the person was detected. Then, through the 
online update scheme, the relation between the person and 
object was constructed, as shown in Figure 9B and 9C. When 
the dumping action occurred, our voting‐based decision 
method detected the relation change and initiated the system 
alarm, as shown in Figure 9D.

4.3  |  Quantitative Comparisons
To quantitatively evaluate the performance, we used the 
frame‐level precision, recall, and F‐measure. Because we 
focused on the online algorithm without future frame infor-
mation, we adopted these frame‐level measures instead of 
the conventional clip‐based measures. Expressed in math-
ematical form, based on the ground truth label and detected 
label l(t)

final
 in (13), we measured the frame‐level precision and 

recall as

where TP is the number of true positives, FP is the number of 
false positives (false alarms), and FN is the number of false 
negatives (missing) over all frames. Considering the overall 
performance measure, we used the F‐measure that represents 
a harmonic mean of precision and recall.

The problem addressed in this study is a new issue that 
has not been covered in previous studies, and it is impos-
sible to apply conventional clip‐based methods that require 
the start and end timing of a behavior. Therefore, we im-
plemented three methods that generate detection results for 
each frame: Pose SVM [39], ST‐GCN [40], and Multi‐CNN 
[41]. Both Pose SVM and ST‐GCN utilize joint coordinates 
to distinguish the dumping action. To train Pose SVM and 
ST‐GCN, the ground truth of dumping action was assigned 
as a target value and each person's pose coordinates were 
given as input. Multi‐CNN [41] uses three convolutional 
neural networks in a surveillance environment similar to our 
problem. To learn garbage dumping behavior in this model, 
labelling of dumping behavior was added in CNN and the 
modified model was retrained using the dumping action data.

Table 1 lists the quantitative results of each method. Pose 
SVM or ST‐GCN using only joint information had the lowest 
overall performance owing to inaccurate joint information. 
Multi‐CNN, which contains information about RGB image 
and motion change, is relatively better than Pose‐based 
methods but still unsatisfactory. The proposed method is 
also based on inaccurate pose information but it exhibits bet-
ter performance with tracking and voting‐based decisions, 
which compensates for the incorrect input. To facilitate an 
overall understanding of the results, a precision‐recall plot is 
shown in Figure 10. In the case of Pose SVM and ST‐GCN, 
both precision and recall were low. As shown in Figure 8, 
the postures of the person dumping the garbage varies such 
as bending pose, throwing pose, and putting garbage on top 
of something. Therefore, pose coordinate features have lim-
itations regarding the detection of dumping behavior.

Multi‐CNN exhibited high values in terms of recall but 
it exhibited low precision values, as shown in Figure 10. 
According to the (14), the performance of Multi‐CNN in-
dicates the presence of several false positives. The critical 

(14)precision=
TP

TP+FP
, recall=

TP

TP+FN

F I G U R E  9   Qualitative results of detecting the dumping action 
in frame sequences

(A) (B)

(D)(C)

T A B L E  1   Frame‐level average F‐measure results

Method Scene 1 Scene 2 Scene 3 Scene 4 Scene 5 Scene 6 Scene 7 Scene 8 Average

Pose SVM [39] 0.1896 0.0303 0.0520 0.2333 0.3627 0.1333 0.4720 0.1000 0.2562

ST‐GCN [40] 0.0202 0.0229 0.0076 0.0769 0.4266 0.5660 0.0109 0.3442 0.2804

Multi‐CNN [41] 0.4265 0.0882 0.4444 0.2462 0.5217 0.2717 0.5983 0.2134 0.3653

RBD (Proposed) 0.5149 0.8333 0.5000 0.7419 0.7194 0.8235 0.6667 0.5405 0.7136
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problem in the actual use of intelligent visual surveillance sys-
tem is the occurrence of false positives because it interferes 
with the concentration of the observer instead of helping them. 
By contrast, owing to multiple steps such as carried‐object de-
tection and tracking based on reliable hand joint, the proposed 
method exhibited a high precision through few false positives.

4.4  |  Ablation study of the proposed module
Tables 2 and 3 list the contribution of garbage object track-
ing in Section 3.5 and voting based decision in Section 3.6. 
As shown in Table 2, garbage object tracking improves the 
overall performance because it stabilizes the position and size 
of the object. In Table 3, RBD (w/o voting) indicates the dis-
tance between the hand coordinates and trash object in the 
dumping action decision without (13). RBD (w/voting) in-
dicates that dumping action is detected by the voting scheme 
using the distances of all joints. As presented in Table 3, the 
voting method shows a significant improvement because the 
voting scheme considered the configuration of all joints. In 
other words, it gives better results when considering the over-
all relation between the human and object, rather than con-
sidering the distance between the human hand and the object.

4.5  |  Parameter evaluation
In the proposed framework, several threshold parameters for 
decision modules were given. Among them, thh in (7) de-
notes the carried object and thv denotes the dumping action 
in (13). We used parameter sweep experiments to determine 
the parameters with the highest F‐measure value. Figure 11A 

and 11B are the F‐measure graphs of changing the heatmap 
threshold parameter thh and the voting threshold parameter 
thv, respectively. As shown in Figure 11A, it shows highest 
F‐measure when thh is 0.5. Thus, we set thh to 0.5.

In the case of thv, as shown in Figure 11B, it shows high 
performance when thv is 0.3. Unlike thh, thv shows a large 
performance variation with parameter change. thv deter-
mines the joints with changed distance that should be judged 
as a dumping event. The smaller value of thv increases the 
sensitivity but sometimes false positives occur if the esti-
mated joint location is uncertain. Conversely, if thv is too 
large, most events are recognized as normal actions. This in-
dicates that the relation model is useless because the dump-
ing action is also considered normal according to (8)  and 
(9). In this case, the model loses the distinction of our target 
behavior and consequently, most situations are judged to be 
normal. The parameter thv can either be increased when the 
joints are rarely detected to increase the sensitivity or de-
creased when the relationship between joints and distance 
slowly changes.

4.6  |  Runtime evaluation
Table 4 lists the computation time of each module measured 
on Intel Core i7‐6700K 4.0  GHz PC and GTX TITAN X 
GPU. GPU is only used in the Openpose library and all other 
modules operate at CPU level. Using the multi‐GPU func-
tion supported by the Openpose library, pose estimation up 
to 20.92 ms (48 fps) was achieved.

For other modules, the foreground extraction took the 
longest time equaling 46 ms but the rest did not take much 
time. To summarize, our framework runs at approximately 
6.74 fps when using one GPU and at 10.57 fps when using 
four GPUs. In other words, it is possible to process the 
image with a grabbing rate of 10 fps in real‐time detection 
in real‐world application. Even if the grabbing rate changes 
depending on computations or GPU resources, our method 
maintains the performances because the proposed relation 

F I G U R E  1 0   Precision‐recall plot of each test. Marks that are 
not filled represent the average precision‐recall of each algorithm. The 
algorithm performs better if each dot resides closer to the top‐right corner
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Pose SVM ST-GCN Multi-CNN RBD (Proposed) T A B L E  2   Frame‐level average precision, recall, and F‐measure 

results for the contribution to garbage object tracking

Measure Precision Recall F‐measure

RBD (w/o tracking) 0.5390 0.4521 0.4917

RBD (w/ tracking) 0.7933 0.6485 0.7136

T A B L E  3   Frame‐level average precision, recall, and F‐measure 
results for the contribution to voting‐based decision

Measure Precision Recall F‐measure

RBD (w/o voting) 0.4413 0.3657 0.4000

RBD (w/ voting) 0.7933 0.6485 0.7136
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model handles the grabbing rate change through the online 
update method.

4.7  |  Limitations and future works
The proposed method detects dumping activities by deter-
mining the change in relationship between a person and a 
hand‐held object. This approach can handle various dump-
ing actions and discarded objects but it depends on the per-
formance of joint estimation, assuming that the garbage 
object is visible. If a pedestrian is accurately tracked even 
in an occluded situation, dumping action can be deduced by 
determining the person who carried an object and did not 
have the object after a specific period. In addition, although 
learning‐based methods such as ST‐GCN and Multi‐CNN 
do not show satisfactory performance owing to the chal-
lenges in this problem, their performances can be improved 
by combining them with this method through more specific 
action modeling. Future work will focus on improving the 
performance through prior knowledge and learning‐based 

reasoning. For example, if people stay in the garbage dump 
area for a long time even if the object is not visible, it can be 
a dumping action with high probability and the system in-
forms and asks the monitoring agent for the final judgment.

5  |   CONCLUSION

In this paper, we proposed a new framework to detect dump-
ing behavior by extracting candidates of garbage objects and 
modeling the distance configuration using human joint infor-
mation and foreground extraction algorithm. The proposed 
framework was targeted to detect the dumping action in actual 
applications. Therefore, because it was designed to cover the 
various patterns of actual dumping behavior, it worked ro-
bustly against various camera views, garbage objects, and act-
ing styles. Experimental results showed the effectiveness of the 
proposed method in comparison with state‐of‐the art methods. 
In addition, because our framework significantly reduced false 
positives and operated online in real‐time, the proposed frame-
work is suitable for real‐world surveillance application. Future 
works will detect garbage dumping when the garbage object is 
invisible through the inference using a tracking and pretrained 
inference model.
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