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ABSTRACT Deep reinforcement learning (DRL) is a promising approach for developing control policies by
learning how to perform tasks. Edge devices are required to control their actions by exploiting DRL to solve
tasks autonomously in various applications such as smart manufacturing and autonomous driving. However,
the resource limitations of edge devices make it unfeasible for them to train their policies from scratch. It is
also impractical for such an edge device to use the policy with a large number of layers and parameters, which
is pre-trained by a centralized cloud infrastructure with high computational power. In this paper, we propose a
method, on-device DRL with distillation (OD3), to efficiently transfer distilled knowledge of how to behave
for on-device DRL in resource-constrained edge computing systems. Our proposedmethodmakes it possible
to simultaneously perform knowledge transfer and policy model compression in a single training process
on edge devices with considering their limited resource budgets. The novelty of our method is to apply a
knowledge distillation approach to DRL based edge device control in integrated edge cloud environments.
We analyze the performance of the proposed method by implementing it on a commercial embedded
system-on-module equipped with limited hardware resources. The experimental results show that 1) edge
policy training with the proposed method achieves near-cloud-performance in terms of average rewards,
although the size of the edge policy network is significantly smaller compared to that of the cloud policy
network and 2) the training time elapsed for edge policy training with our method is reduced significantly
compared to edge policy training from scratch.

INDEX TERMS Deep reinforcement learning, edge computing, edge AI, knowledge transfer, policy model
compression, on-device training.

I. INTRODUCTION
Today, the Internet of Things (IoT) is used for a wide
range of industrial applications, including smart cities [1],
autonomous transportation [2], urban surveillance [3], and
intelligent manufacturing [4]. Although a cloud computing
approach has been adopted to enhance the applicability of
IoT in a centralized manner, it has been faced with challenges
such as scalability, bandwidth efficiency, and privacy protec-
tion [5]. To alleviate these limitations of cloud-based systems,
edge computing is emerging as a complementary strategy,
which places data processing at the edge of the network [6].
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Various edge devices in complex applications are required
to make optimal control actions with minimal human inter-
vention. To meet such demands, the state-of-the-art edge
computing systems employ artificial intelligence (AI) at the
edge (edge AI) or on devices (on-device AI) to handle
not only data processing but decision making for control.
Sophisticated AI techniques (for not only inferencing or
predicting but even training) need to be applied to provide
intelligent edge services although most edge devices suffer
from hardware resource constraints. The edge and on-device
AI play a crucial role to bring various benefits such as imme-
diate response, privacy preservation, enhanced availability
(even without network connection), efficient use of network
bandwidth, and low cost.
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FIGURE 1. Illustration of an edge computing architecture. To efficiently
train control policies on resource-constrained edge devices, the distilled
knowledge is required to be transferred from the cloud to edge devices
and should be compressed depending on their limited resource budgets.

As an emerging AI technique, DRL provides a deep
learning-based approach for an agent (i.e., device) to learn
how to perform a task well and control its actions by trial-
and-error interactions with an environment. The basic idea
of DRL is to train an effective control policy (i.e., model)
by utilizing the powerful approximation capabilities of deep
neural networks (DNN). A number of works using DRL
have studied the challenges of cloud computing, such as
resource allocation [7]. Recently, DRL can be considered as
a key technology to enable edge devices to solve complex
tasks intelligently in real-world applications such as smart
manufacturing [8] and autonomous vehicle [9].

For on-device AI, it should be considered not only to
transfer knowledge of the pre-trained control policy from
the cloud to edge devices but also to compress the policies
of the edge devices depending on their hardware resources,
as shown in Fig. 1. Training a DRL model (i.e., policy)
requires high computational power and sufficient hardware
resources such as processors (e.g., CPUs and GPUs), mem-
ory, storage, and power supply. Due to the limited resource
capacity of edge devices, it is hard for them to train their
control policies from scratch by leveraging DRL methods
[10]. Moreover, it is impractical for resource-limited edge
devices to use control policies trained by centralized cloud
infrastructure with high computational power and sufficient
hardware resources. The available hardware resources of
the edge devices may not be sufficient to execute inference
tasks (i.e., action prediction). This is why it is hard for edge
devices to handle the pre-trained policies transferred from
the cloud systems, which tend to be large and deep with
dozens of hidden layers and millions of neurons. Typically,
a DNN with many layers and parameters requires consid-
erable computation for testing (e.g., inference) as well as
training. To overcome resource limitations at the edge devices
when training a DRL model, it is a key challenge to transfer
only essential action knowledge from the cloud to them.
Policy model compression at edge devices utilizing the trans-
ferred knowledge is also challenging to meet their resource

constraints significantly depending on the device type and
manufacturers.

This paper investigates a method to efficiently transfer
distilled knowledge of how to behave for edge device
control using Deep Reinforcement Learning (DRL) in
resource-constrained edge computing systems, where a huge
number of various edge devices are connected through cloud
infrastructure. Our proposed method, on-device DRL with
distillation (OD3), makes it possible to simultaneously per-
form knowledge transfer and policy model compression in a
single training process on edge devices with considering their
limited resource budgets.

Our main contributions in this paper are as follows:
• By applying a policy distillation technique [11] to
integrated edge cloud computing systems, we pro-
pose a method to transfer distilled knowledge from a
pre-trained policy of the cloud to resource-constrained
edge devices, referred to as on-device DRL with distil-
lation (OD3). Our proposed method aims to simulta-
neously conduct knowledge transfer and policy model
compression in a single training process on edge devices
by leveraging the policy distillation.

• To the best of our knowledge, there has not been any
study on knowledge transfer for control of real-world
resource-constrained edge devices for DRL in integrated
edge cloud computing systems. We perform the first
comprehensive and most recent study on this problem
and demonstrate the feasibility by applying OD3 to a
commercial hardware platform.

• We demonstrate the advantages of the OD3 for
resource-constrained edge computing systems. The per-
formance of the OD3 is validated and analyzed from var-
ious perspectives. In particular, the experimental results
show that the performance of edge policy training with
OD3 reaches very close to that of cloud policy training in
terms of average rewards, although the size of the edge
policy network is significantly smaller compared to that
of the cloud policy network. The results also show that
the training time elapsed for edge policy training with
OD3 is reduced significantly compared to edge policy
training from scratch.

This paper discusses the related work in Section II and the
essential preliminaries of DRL and knowledge distillation in
Section III. The proposed OD3 is described in Section IV and
the experimental results are shown in Section V. Section VI
presents the conclusion and future work.

II. RELATED WORK
A. DEEP REINFORCEMENT LEARNING
Reinforcement learning (RL) is creating a new paradigm
shift in machine learning, which allows agents to decide on
their sequential actions for autonomous control. It enables
agents to learn their control policies in a way to maxi-
mize the expected reward through a large number of trial-
and-error interactions with an environment, as shown in
Fig. 2. DRL, as RL combined with a DNN, has recently
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FIGURE 2. Agent-environment interactions via deep reinforcement learning. Each edge device takes its limited resource budget
into account and generates a different policy network architecture.

achieved great success in the fields of playing Atari games
[12] or Go [13], controlling continuous actions in robotics
[14], and autonomous driving (including flight) [9], [15].
Deep Q-Networks (DQN) [12] is one of the representative
algorithms of DRL and enhances the performance of the
Q-learning algorithm by adopting a DNN and a replay-buffer
memory. However, DRL is known as a simple and easy
implementation in a simulation environment consisting of
sufficient resources but as hard to be realized in a real-world
environment, such as edge devices equipped with limited
hardware resources [16].

B. DRL IN THE EDGE
There aremany kinds of research employingDRL approaches
to solve crucial challenges in edge computing systems, such
as computation offloading [17], [18], resource orchestration
[19], and mobile edge caching [20]. These studies have
focused on the network performance improvement of edge
architectures rather than on the realization of intelligent edge
devices capable of deciding their actions for solving tasks.

For the realization of edge and on-device AI, inference
on devices is the important first step. However, on-device
training also must be explored to overcome the crucial chal-
lenges such as privacy, scalability, and latency. So far, only
a few studies have been conducted for on-device training
based on supervised and unsupervised learning algorithms.
Fang et al. [21] proposed an approach to train a convolu-
tional neural network (CNN) by considering the dynamics
of runtime resources for mobile vision systems. Xu et al.
[22] introduced DeepType using on-device deep learning to
personalize user input for preserving privacy.

In the case of RL, there has not been an on-device DRL
training method for resource-constrained edge devices. For a
complex task, it is often impractical to train a DRL policy
from scratch under a limited resource budget. Moreover,
different hardware resource budgets among edge devices
should be considered to support DRL training for heteroge-
neous edge devices, as shown in Fig. 2. To the best of our
knowledge, our research is the first meaningful study on this
problem, which utilizes both knowledge transfer and policy
model compression.

C. TRANSFER LEARNING
Transfer learning is a simple technique of exploiting the
parameters of a pre-trained neural network for one task and

adapting them to a new neural network for the other task.
This approach can be useful when there is insufficient training
data set for the new task and not much time to execute
training processes. In integrated edge cloud computing envi-
ronments, transfer learning can be a key promising technique
to realize on-device training for resource-constrained edge
devices [23]. Li et al. [24] introduced on-device training
based on a transfer learning technique for visual recognition
in edge-based IoT environments. In RL tasks, the parameters
of a DRL policy network (referred to as knowledge) obtained
by cloud policy training can be transferred to a new edge
policy network to enable DRL training even though there is
only an insufficient hardware resource budget and not enough
time for training. However, it is impractical to apply transfer
learning for DRL into edge devices with different resource
constraints.

D. MODEL COMPRESSION
Another way for efficient on-device inference and training
is to compress a well-trained existing model. DNNs for RL
tasks typically have dozens of layers and millions of parame-
ters. Moreover, the architecture of DNNs becomesmore com-
plicated as the tasks become more complex. Recently, there
are various approaches to compress such pre-trained models
[25]– [28]. These model compression approaches promise
considerable savings on the model complexity, power effi-
ciency, and inference time. Knowledge distillation is one of
the most popular approaches to compress a DNN, which
distills knowledge from a pre-trained model and transfers
it to a new model with a smaller number of layers and
parameters [29], [30]. Recently, Hinton et al. [31] proposed
an approach to distill knowledge from an ensemble of large
models (i.e., a teacher model) into a small single model
(i.e., a student model). This approach can compress a student
model by utilizing softened softmax outputs of the teacher
model, which have more knowledge than traditional softmax
outputs. The student model tries to mimic the teacher model
by minimizing the loss (e.g., cross-entropy) between the out-
puts of the teacher and student. Rusu et al. [11] proposed
policy distillation, which applied knowledge distillation to
RL policy training. This study uses a teacher-student policy
training for transferring action knowledge from one or more
policies to an untrained model.

In this work, we do not simply focus on enabling RL train-
ing on devices. From a fully different perspective, we try to
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view and address DRL training among resource-constrained
edge devices in edge cloud computing systems. The main
similarities and differences between the proposedmethod and
the surveyed studies are summarized as follows:

E. SIMILARITIES
• A deep learning-based approach is adopted for solving
real-world problems in edge computing systems.

• Transferred knowledge can be useful to build a model
efficiently, though there is insufficient training data or a
limited resource budget.

• The saving on model complexity is achieved by using a
model compression method.

F. DIFFERENCES
• This study focuses on how to realize on-device DRL for
resource-constrained edge computing systems, which
cooperate with cloud infrastructure.

• The proposedmethod addresses the diversity of resource
constraints of individual edge devices.

• It also demonstrates the effectiveness of applying a
distillation approach to a real-world edge cloud system.

III. BACKGROUND
A. REINFORCEMENT LEARNING
An RL task is defined by M = (S,A,P, r), where M is a
Markov decision process (MDP) described as follows:

1) A set of states S = {s1, s2, . . . , sn}, where st ∈ S at
every timestep t .

2) An action space A = {a1, a2, . . . , am} available to the
RL agent at each state, where at ∈ A(st ) is an action
choice based on its policy π : at = π (st ).

3) A distribution of state transition P = p(st+1|st , at ),
which is a mapping from state-action pairs st , at to a
probability distribution over the next states.

4) A distribution of initial states P0 = p(s0), where
every episode starts with sampling an initial state
independently.

5) A reward function rt = r(st , at ).
6) A discount factor γ ∈ [0, 1].

The expected discounted return at time t is given by
Rt =

∑
∞

t ′=t γ
t ′−trt ′ and the goal of the RL agent is to maxi-

mize its expected returnEs0 [R0|s0]. The action-value function
(e.g., Q function) is defined as Qπ (s, a) = E[Rt |st = s,
at = a, π], which represents the expected discounted return
after observing the state s and taking the action a depending
on the policy π . The optimal Q function Q∗ satisfies the
following Bellman equation:

Q∗(s, a) = Es′∼p(·|s,a)
[
r(s, a)+ γ max

a′∈A
Q∗(s′, a′)

]
(1)

B. DEEP Q-NETWORK (DQN)
DQN algorithm is a model-free approach for RL using DNNs
in environments with discrete action spaces, which optimizes
neural networks to approximate the optimal Q function Q∗.
In DQN, the expected discounted future return of each pos-
sible action is predicted at timestep t and the RL agent

take the action with the highest predicted return: πQ(st ) =
argmaxa∈AQ(st , a). During training the RL agent collects
the tuples (s, a, r, s′) from its experience and stores them in
an experience replay memory, which is a key technique to
improve training performance in the DQN algorithm. The
purpose of the replay memory is to remove correlations
between samples experienced by the agent. The neural net-
work to approximate Q∗(s, a) is trained using a mini-batch
gradient descent approach and minimizes the following
loss by using samples (s, a, r, s′) from the replay memory:
L = Es,a,r,s′ [(Q(s, a) − y)]2, where y = r +
γ maxa′∈AQ(s′, a′). In DQN, the RL agent uses a separate
target Q-network, which has the same architecture as the
original Q-network but with frozen parameters. The purpose
of the target network is to temporarily fix the Q value targets
because non-stationary targets make a training process unsta-
ble and reduce performance. The parameters of the target
Q-network θ− are updatedwith that of the original Q-network
θ every fixed number of iterations. For the use of the target
Q-network, the loss function can be reformulated as follows:

L(θ ) = Es,a,r,s′
{ prediction︷ ︸︸ ︷
Q(s, a; θ )−[r + γ max

a′∈A
Q(s′, a′; θ−)︸ ︷︷ ︸

target

]
}2
(2)

Since DQN uses two Q-networks with identical neu-
ral network architecture, training may require more
computational resources such as memory.

C. KNOWLEDGE DISTILLATION
Knowledge distillation is a transfer learning approach to
distill useful knowledge from a teacher model and transfer
it to a student model. In a distillation process, the distilled
knowledge can be transferred from a teacher network to a
student network by utilizing softened targets parameterized
by a temperature τ [31]. For a higher temperature τ > 1,
teacher’s outputs (e.g., logit vector) zi can be softened and
converted into a probability distribution by passing them
through a softmax function:

Fsm(zi/τ ) =
exp(zi/τ )∑
j exp(zj/τ )

(3)

In the classification problem, raising the temperature
enables more of the knowledge to be transferred to the student
network since the teacher’s output typically tends to be very
peaked. However, in the RL setting, the softmax function
is used to make the distribution sharper by lowering the
temperature τ < 1 because the teacher’s output is a set of the
expected discounted return values for its action space [11].
If the temperature goes to 0, a softmax function becomes
greedy. Otherwise, it is computed as a softmax function
with a Boltzmann distribution shown in Equation (3). The
sharpened distribution not only provides more unambiguous
information for action selection but also serves as a regression
target for the student training. These characteristics enable an
RL training process using distillation to be accelerated.
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Algorithm 1: On-Device DRL With Distillation
Input: Pre-trained cloud policy network parameters (teacher) θT ; Resource budget R; Training step number T ;

Temperature τ
Output: Edge policy network parameters (student) θS

1 Initialize the architecture of the edge policy network using PolicyNetGenerator(R)
2 Randomly initialize θS ; Initialize t ← 1
3 while t ≤ T do
4 Compute the sharpened target of the cloud policy network Fsm(ζ Tt /τ ; θT ) (Equation (3) with a temperature τ )
5 Compute the prediction of the edge policy network Fsm(ζ St ; θS ) (Equation (3) with a temperature 1)
6 Compute the loss function

∑
t lkl(ζ

T
t , ζ

S
t , τ ) (Equation (4))

7 Update the edge policy network parameters θS through a SGD algorithm
8 end

IV. ON-DEVICE DRL WITH DISTILLATION
The proposed OD3 allows an edge device to train its control
policy on its hardware platform by using the distillation
technique. The proposed approach has two advantages over
existing methods. The first is to accelerate a policy training
process of an edge device compared to that from scratch since
the OD3 adopts a sharpened target distribution to transfer
much more unambiguous knowledge of how good it would
be to take a specific action in a given state. The second is to
enable an edge device to compress its control policy based on
its resource budgets by utilizing the transferred knowledge
from the cloud.

The proposed OD3 will be described based on the DQN
algorithm mentioned in Section III-B. As one of the most
popular RL algorithms, DQN efficiently works in the simple
control problems (e.g., Atari games) with discrete action
spaces. Therefore, DQN serves as a good baseline for perfor-
mance comparisons as well as a base algorithm for teacher
training performed in the cloud. Although several advanced
algorithms that outperform the DQN have been proposed,
we choose the vanilla DQN to focus on exploring the
feasibility of OD3.

A. LOSS FUNCTION
The OD3 uses a softmax function with a lower temperature
τ < 1 to sharpen the teacher’s output. We assume that a
control policy pre-trained by the cloud and that to be trained
by an edge device play roles of a teacher T and a student S,
respectively, in an integrated edge cloud environment. To dis-
till the knowledge from the cloud policy network, the differ-
ence between two distributions of the cloud policy network
and edge policy network is computed, which are given by
Fsm(ζ T /τ ) and Fsm(ζ S ), respectively, where ζ T and ζ S are
the logit vectors from the output layers of the policy networks
of the teacher T and the student S, respectively.
The OD3 allows each edge device to train its control policy

by optimizing the Kullback-Leibler (KL) divergence, which
measures the difference between two given distributions.
In [11], the KL divergence showed superior performance
compared to the mean squared error (MSE) and negative log
likelihood (NLL), as viewing the outputs of the teacher and

student as distributions over the actions to be taken. The loss
function to be minimized is formulated as follows:

Lkl(D, θS , τ ) =
∑
t

lkl(ζ Tt , ζ
S
t , τ ), (4)

where

lkl(ζ Tt , ζ
S
t , τ ) = Fsm(ζ Tt /τ ) log

Fsm(ζ Tt /τ )

Fsm(ζ St )
. (5)

Here θS denotes a set of parameters of the student network
to be trained, D = {(st , ζ Tt )}

N
t=0 is a dataset sampled by the

teacher, and ζ Tt and ζ St represent the logit vectors generated
from a cloud policy network and edge policy network at
timestep t , respectively.

B. ALGORITHM DETAILS
The OD3 details are summarized in Algorithm 1.
PolicyNetGenerator with the input R initializes the architec-
ture of a policy network to be trained by using its resource
budget, which includes information about the shape of a
neural network architecture used for edge policy training with
considering the resource budget. For instance, such infor-
mation contains the numbers of layers (e.g., convolutional
or fully connected layers) and output filters when a CNN
is optimized. In the following experiment, the architectures
of neural networks used for cloud and edge policy train-
ing are heuristically chosen. To improve the efficiency of
on-device AI performance, constructing a ‘‘better’’ neural
network architecture for a resource-constrained edge device
can be realized by exploiting emerging network architecture
search (NAS) techniques [32]–[34].

The edge device performs the RL training with knowledge
distilled from the pre-trained cloud policy network after neu-
ral network generation. The edge device computes the loss
function described in Equation (4) by using its prediction
and the sharpened target of the cloud policy network. Then,
the edge device updates its policy network parameters by
carrying out stochastic gradient descent (SGD) within each
timestep. The distilled action knowledge can be transferred
from the cloud to the edge device in a single training process.

Figure 3 depicts the proposed OD3 based on the DQN
algorithm. To approximate the Q function, CNNs are
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FIGURE 3. Our approach based on the DQN algorithm. This method enables an edge device to simultaneously conduct knowledge transfer and policy
model compression considering its limited resource budgets in a single training process on the device. The edge device utilizes the distilled action
knowledge from the pre-trained cloud policy to train its own optimized policy.

employed, which passes observation images as inputs.
Depending on the resource budget, the edge device gener-
ates the smaller CNN that mimics the behavior produced
from the pre-trained cloud CNN. The smaller CNN of the
edge device approximates the function learned by the cloud
policy network. Our approach enables the edge device to
complete cloud-level RL training with a significantly reduced
number of timesteps compared to edge policy training from
scratch. Moreover, the performance of the newly trained edge
policy reaches close to that of the pre-trained cloud policy
while using only the significantly compressed policy network
compared to the cloud policy.

V. EVALUATION
This section investigates the performance of the proposed
OD3. We use Tensorflow [35] to train DNNs both in a cloud
server and an edge device.We first introduce the details of the
experiment setup and then present the corresponding results.
The experimental results demonstrate the advantages of our
method over plain RL training approaches in integrated edge
cloud settings.

A. EXPERIMENTAL SETUP
1) HARDWARE
We run our teacher policy training on a GPU server that
can be treated as an entity of the cloud infrastructure. The
GPU server is composed of two CPUs (Intel Xeon processors
with 2.3GHz each), a single GPU (NVIDIA Tesla V100
with 5120 CUDA cores), and 128GB RAM. For student pol-
icy training performed by an edge device, a popular embed-
ded system-on-module (NVIDIA Jetson TX2) is used, which
consists of two CPUs (a dual-core NVIDIA Denver 2 and a
quad-core ARM A57), a single GPU (NVIDIA Pascal GPU
with 256 CUDA cores), and 8GB RAM shared between the
CPUs and GPU. This system-on-module has been commonly

TABLE 1. Specifications of the cloud server and the edge device used in
the experiments.

used for various edge applications such as autonomous cars,
drones, and robotics. Table 1 summarizes the specifications
of both the cloud server and the edge device used in our
experiments.

2) BENCHMARK AND BASELINES
To evaluate the impact of the proposed OD3, we focus on
the Atari platform (especially a Pong game), which is a
representative benchmark problem for examining the perfor-
mance of RL agent control. Since Pong has a discrete action
space (i.e., 6 actions), the output layers before the softmax
functions both in the cloud policy network and the edge policy
network have 6 units each. The discounted future reward
is defined as Rt =

∑T
t ′=t γ

t ′−trt ′ , where T is the training
timestep.

We compare the performance between edge policy training
with the proposed OD3 (represented as EDGE-OD3), edge
policy training without the OD3 (represented as EDGE), and
cloud policy training (represented as CLOUD). Comparing
EDGE-OD3 with EDGE and CLOUD provides a good base-
line on howmuch improvement our method achieves in terms
of average rewards, time elapsed for each training, and policy
network size.

VOLUME 8, 2020 146593



I. Jang et al.: Knowledge Transfer for On-Device DRL in Resource Constrained Edge Computing Systems

TABLE 2. Major hyper-parameters for the training procedures on the
cloud server and the edge device.

3) HYPER-PARAMETERS
Policy training processes both in the cloud and the edge
device are performed with the architectures illustrated in
Fig. 3. Each policy is trained with three convolutional layers
and two fully connected layers. The edge device scales down
the numbers of each layer’s filters (i.e., the dimensionality
of the output space of each layer) depending on its limited
resource budget. In our experiments, a smaller neural network
(i.e., 16, 16, 16, 128, and 6 filters) is used for training on the
edge device while a larger neural network (i.e., 32, 64, 64,
512, and 6 filters) is learned by the cloud server. We choose
the architectures of these two neural networks heuristically
and refer them to as a smallnet and largenet in experimental
results, respectively. Rectifier linear units (i.e., ReLU) are
used as activation functions between every two successive
layers. The temperature τ for teacher policy is set to 0.01
empirically selected for the best OD3 performance. The KL
divergence loss function defined in Equation (4) is used.

Table 2 summarizes the major hyper-parameter settings
for the training procedures on the cloud server and the edge
device used in our experiments. Most of the hyper-parameters
used in our experiments are identical to the parameters used in
[12]. The Adam optimizer [36] is employed with the leaning
rate decayed from 2.5e−4 to 5e−5, which can be used for
the update of the neural network parameters by conducting
mini-batch gradient descent. In the evaluation procedures, the
trained agent acts with a value of ε = 0.05.
We investigate the performance of the proposed method

from two perspectives: 1) an experiment using the exactly
identical hyper-parameters between the cloud and the
edge device (Case 1) and 2) an experiment with varying
hyper-parameters closely related to the limited hardware
resource of the edge device (Case 2). In Case 2, the same
hyper-parameter setting is used for training both in the cloud
and the edge device, except for the mini-batch size and the
update frequency. The use of small batches improves mem-
ory efficiency by exploiting a significantly smaller memory
footprint [37]. The update frequency means the number of
timesteps between consecutive SGD updates. Since the com-
putational cost of an update to the neural network is more
expensive than that of a forward pass through the neural
network, the larger value of the update frequency saves com-
putation and increases training speed [38]. Therefore, in the

FIGURE 4. Average rewards with respect to the number of timesteps. The
gray lines depict the actual average reward values measured from the
experiments. The colored lines show the smoothed ones, which can be
useful for illustrating the overall trend.

TABLE 3. Comparison of the major experimental results between the
cloud policy network and two variants of the edge policy network.
It includes the number of parameters, policy network size, and training
time elapsed until first reaching the convergence reward point. This
excludes the result of the training time elapsed for EDGE because
it does not converge within the timesteps defined in Table 2.

edge device’s settings, we gradually increase the value of the
update frequency (4, 8, 16, and 32) and gradually decrease the
mini-batch size (32, 16, 8, and 4) to study how performance
changes as the two hyper-parameters vary. The experimental
results of Case 1 and 2 are shown in Section V-B1 and V-B2,
respectively.

B. EXPERIMENTAL RESULTS
1) CASE 1: RESULTS FOR THE SAME HYPER-PARAMETER
SETTING BETWEEN THE CLOUD AND THE EDGE DEVICE
Figure 4 shows the result of the average rewards with respect
to the number of timesteps in the policy training processes.
EDGE-OD3 significantly outperforms EDGE in terms of
average rewards although they train the same architecture
of the smallnet. The smallnet of the edge policy network is
trained by using only 6.3% parameters over the largenet of
the cloud policy network, as shown in Table 3. Nevertheless,
the average rewards in the edge policy training reach very
close to that in the cloud policy training while the edge
device has only significantly limited hardware resources. The
learning curve of EDGE-OD3 converges at the 1M timestep
point while that of CLOUD converges at the 3M timestep
point. EDGE-OD3 achieves about 66% improvement com-
pared to CLOUD in terms of the number of timesteps for
convergence.
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FIGURE 5. Average rewards with respect to the actual time elapsed for
training.

Since the actual time to execute a timestep can vary greatly
depending on the hardware resource budgets, we rescale
the result of the average rewards with the x-axis of the
actual time elapsed for policy training, as shown in Fig. 5.
The learning curve of EDGE-OD3 with the smallnet suc-
cessfully converges as quickly as that of CLOUD with the
largenet although the edge device suffers from the signif-
icantly limited hardware resources. Table 3 also shows the
actual time elapsed until the average rewards of EDGE-OD3
and CLOUD reach the convergence point (6.2 reward points)
for the first time. Using the proposed OD3, the edge pol-
icy training performs on par with the cloud policy training
spending only 15% more time.

The overall performance shown in Case 1 experiments
demonstrates that OD3 performs on par with cloud policy
training in terms of average rewards although the size of
the policy network used in the edge device is much smaller
compared to that used in the cloud. Moreover, the edge policy
training with the OD3 not only decreases the training time
elapsed significantly compared to edge policy training from
scratch but also converges as quickly as the cloud policy
training. We can see that OD3 allows an edge device to
successfully perform knowledge transfer and policy model
compression together under a given limited resource budget.
Consequently, our results confirm the effectiveness of OD3.

2) CASE 2: RESULTS WITH VARYING HYPER-PARAMETER
SETTINGS OF THE EDGE DEVICE
To study the effect of varying a hyper-parameter related
to a memory constraint of the edge device, we vary the
mini-batch size with a sequence of four values (i.e., 32, 16,
8, and 4) and refer these variants to as EDGE-OD3-BS32,
EDGE-OD3-BS16, EDGE-OD3-BS8, and EDGE-OD3-BS4,
respectively. Figure 6 shows the result of the average rewards
with respect to the number of timesteps in the policy train-
ing processes in the cloud and the four BS variants of the
edge device. The result indicates that the performance dif-
ferences between four variants of the edge policy training are
slight from the perspective of the performance of the average

FIGURE 6. Average rewards with respect to the number timesteps with
varying the mini-batch size of the edge device.

FIGURE 7. Average rewards with respect to the actual time elapsed for
training with varying the mini-batch size of the edge device.

rewards with respect to the timestep. Varying the mini-batch
size does not have a significant impact on performance in
terms of the average rewards since the OD3 can transfer
more information about action knowledge for a single update,
compared to the policy trainingwithout distillation. However,
a decrease in the mini-batch size significantly reduces the
training time elapsed for edge policy training, as shown
in Fig. 7. Thus the OD3 using a small batch allows an
edge device to train its policy more quickly with negligible
performance loss.

We also vary the update frequency for the OD3 with a
sequence of four values (i.e., 4, 8, 16, and 32) and refer
these variants to as EDGE-OD3-LF4, EDGE-OD3-LF8,
EDGE-OD3-LF16, and EDGE-OD3-LF32, respectively.
Figure 8 depicts the result of the average rewards with respect
to the number of timesteps in the policy training processes in
the cloud and the four LF variants of the edge device. The
result shows that the performance of the average rewards
decreases considerably as the update frequency of the edge
device increases. We believe this is because the number
of updates to the edge policy decreases and the sufficient
distilled knowledge is not transferred to the edge device.
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FIGURE 8. Average rewards with respect to the number timesteps with
varying the update frequency of the edge device.

FIGURE 9. Average rewards with respect to the actual time elapsed for
training with varying the update frequency of the edge device.

Due to the reduced number of the policy updates in the OD3,
the performance of a lower update frequency decreases while
the training is finished quickly, as shown in Fig. 9.
The overall performance shown in Case 2 experiments

indicates that it is important to choose an appropriate
hyper-parameter setting to efficiently perform the pro-
posed OD3. A comprehensive empirical study needs to be
conducted thoroughly to further improve performance.

VI. CONCLUSION
In this paper, we proposed a method to efficiently transfer
distilled knowledge for DRL based edge device control in
resource-constrained edge computing systems, referred to as
OD3. The goal of the OD3 is to conduct knowledge transfer
and policymodel compression simultaneously within a single
training process on edge devices by leveraging a knowl-
edge distillation technique. We analyzed the performance of
the proposed method by implementing it on a commercial
embedded system-on-module equipped with limited hard-
ware resources. The experimental results showed that OD3
achieved near-cloud-performance although it utilizes only the
significantly smaller policy network than the cloud. Also,
the training time elapsed for edge policy training with our

methods was reduced significantly compared to edge policy
training from scratch. The results well confirmed the effec-
tiveness of the OD3 in resource-constrained edge computing
systems. In future work, we plan to investigate an effective
method for generating optimal neural network architectures
by considering the balance between the performance of the
distilled policy and the resource constraints of the heteroge-
neous edge devices, as well as hyper-parameter optimization
for DRL in resource-constrained edge environments.
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