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Abstract: Image-based facial identity recognition has become a technology that is now used in many
applications. This is because it is possible to use only a camera without the need for any other device.
Besides, due to the advantage of contactless technology, it is one of the most popular certifications.
However, a common recognition system is not possible if some of the face information is lost due
to the user’s posture or the wearing of masks, as caused by the recent prevalent disease. In some
platforms, although performance is improved through incremental updates, it is still inconvenient
and inaccurate. In this paper, we propose a method to respond more actively to these situations. First,
we determine whether an obscurity occurs and improve the stability by calculating the feature vector
using only a significant area when the obscurity occurs. By recycling the existing recognition model,
without incurring little additional costs, the results of reducing the recognition performance drop in
certain situations were confirmed. Using this technique, we confirmed a performance improvement
of about 1~3% in a situation where some information is lost. Although the performance is not
dramatically improved, it has the big advantage that it can improve recognition performance by
utilizing existing systems.

Keywords: face verification; occlusion detection; feature selection

1. Introduction

As image-based user authentication technology advances, face recognition technology
is being used in various areas. The scope of use is also expanding to service markets such
as contents that draw virtual data on the face and customized advertisements. In particular,
the level of technology has increased to such a degree that it can be used in security areas
such as financial settlements and identification cards. It is also used not only in terms of
security but also in terms of entertainment. Despite the development of these technologies,
there are still problems that remain. The biggest problem among them is that the entire face
needs to be seen correctly for accurate certification. If wearing a mask due to cold weather
or for protection against diseases such as COVID-19, it is impossible to be recognized as
normal because more than half of the face is covered. As well as accessories such as masks,
it is impossible to recognize the normal identity if even part of the face area is cut off due
to the user’s posture during interaction with the robot.

For various reasons, as shown in Figure 1, facial information is lost, but we neverthe-
less want to gain a strong recognition performance. Common studies so far have expected
a single recognition model to be able to develop in a variety of environments and respond
to all exceptional situations. Of course, due to the development of deep learning technol-
ogy, if only enough databases for various environments were built, we could expect such
performance, but realistically, it is impossible to gather data about all possible situations.
Therefore, we conducted a study on how to recognize identity more robustly in situations
such as those involving use of masks and screen truncation, re-using a previously learned
recognition model. We first experimented to find areas that affect identity recognition by
covering a certain percentage of the face area. This is because follow-up experiments can
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be designed only after checking the effect of the degree of face covering on recognition
performance.
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In addition, we experimented with identity recognizers that could respond to situa-
tions where faces were obscured. To respond to situations where the face was obscured, we
first recognized whether the face is obscured and then designed a method for calculating
the feature vectors for when the face is obscured and when it is not obscured, respectively.
When the cover occurs, the feature vector is calculated only in the unobstructed area to
minimize deformation due to external factors. When comparing identity similarity, a
database of feature vectors with obscurity was separately managed to prevent situations in
which similarities between feature vectors with different characteristics were compared.
Using this method, it was confirmed that the performance is improved by about 1~3%
compared to the case of ignoring the occlusion situation and performing the recognition.

The proposed method also shows a decline in performance compared to the intact
situation, but it has the advantage that the degree of performance decline can be greatly
alleviated. A typical identity recognition model is designed to respond to changes in
posture, lighting, etc., but accurate identity features can be calculated only when all face
regions are visible. However, the proposed method has the advantage of suppressing
the decline in identity recognition performance in a situation where loss of information
occurs by determining whether or not it is obscured and helping to select an identity
feature suitable for the situation. Our study also has the advantage of being able to
recycle existing recognition models by including a simple add-on instead of creating a new
recognition model. The recognition model corresponding to the obscured environment
recently studied is a newly trained recognition model using a new method. In this case,
the identity recognition performance of the existing ideal situation may be affected, and
a lot of resources are consumed to train a new model. However, the proposed method
has an advantage in that it uses few additional resources, does not affect the existing
identity recognition performance at all, and can suppress performance degradation in
special situations.

2. Related Work

Research in the field of detecting and recognizing user face information has been
steadily developed in various directions. In the case of face detection, starting from a
representative study of early deep learning [1–3], recent studies have come out with
detectable studies for extreme posture and size [4–9]. In the past, face detection itself often
failed when information loss was caused by occlusion. In recent years, however, it has
been possible to detect the face without being affected by accessories, obscuring, etc.

Landmark detection was mainly used in the early days by simply inferring the position
of the landmark in an image [10–13], but recent studies have proposed to improve accuracy
by combining 3D modeling [14–18]. Therefore, as with face detection, it is possible to find
the location of the main feature points in the face even if there is some information loss.

In addition to detection, various studies have been proposed in terms of identity
recognition. In the past, human-designed and calculated identity vectors were mainly
used. A personal feature vector was used to convert regional images such as LBP (Local
Binary Pattern), MCT (Modified Census Transform), HoG (Histogram of Gradient ori-
entations), etc. [19–21], or using a Gabor filter to imitate the visual information of the
person [22]. Because these studies reflected the local characteristics of images in feature



Electronics 2021, 10, 167 3 of 12

vectors, there was a problem of significant performance degradation if there was an image
transformation. Subsequently, deep learning techniques were introduced, and methods for
extracting high-dimensional identity features from images began to be proposed [23–26].
These early studies of deep learning aimed at calculating feature vectors that distinguish
each identity as well as possible by analyzing images from the training dataset as they
are. Later, a study was conducted to maximize the distance between classes in the feature
space using margin loss or angular loss [27–29]. Although these attempts were enhanced
in adaptability to factors such as posture, facial expressions, and the environment, there
were still limitations in the wild environment. However, as the development of deep
learning technology has progressed, beyond identity recognition performed in the ideal
environment, a robust recognizer is being proposed in more and more different types,
backgrounds, lighting, etc. [30–34]. Instead of simply learning a network that categorizes
the training dataset well, it creates a virtual dataset to learn the external environment
or combines multiple networks into an ensemble to improve performance and design a
multi-task network to make various attempts in which information complementarily aids
learning. In addition to improving overall recognition performance, research on robust
recognizers continues even when some information is lost due to occlusion [35–39]. These
studies are developing an identity identification method that corresponds to the case where
there is a loss of information due to obscuration, etc., rather than cases where the face is seen
completely. However, this new study has a limitation in that it not only affects recognition
performance in a general environment but also needs to train a new recognition network.

3. Experiments and Results

This chapter deals with the influence of identity recognition on each area of the
face and how to determine whether the face is covered. It also introduces the method
of determining obscurity using facial feature vectors of existing recognizers. Finally, if
obscuring occurs in the face area, we suggest a trick to calculate the identity feature vector
using only the area where the identity feature vector can be well calculated.

3.1. Influence on Occlusion

As previously mentioned, occlusion of the face can be caused by a variety of situa-
tions. General studies so far have not been approached in a way that directly responds to
situations such as occlusion. Regardless of what form of face comes in, studies have been
conducted in the direction of extracting the characteristic feature vector of the individual
robustly. We decided that if we manage these cases separately, it will be helpful for recogni-
tion, and we checked the performance differences according to the degree of occlusion of
the face area. In other words, it is an experiment to find the face area that is observed to be
important in identity recognition. For experimental data, the verification benchmark of the
LFW (Labeled Faces in the Wild) [40] data is used. As we gradually occluded the image
from the complete image, we confirmed the change in the recognition rate. Because it was
an experiment to confirm the difference in recognition performance due to information
loss, both images used for verification were partially covered at the same rate. The result
was used for a value of 1.0 Equal Error Rate (EER) according to the benchmark protocol.
An example of the image used in the experiment is shown in Figure 2.

In this study, an experiment for horizontal occlusion, which generally occurs easily
when using an accessory, was conducted preferentially. The range of occlusions was
set from 0% to 60% of the top/bottom area, the pixel value was modified to 0, and the
information was intentionally lost. For comparison of influences, the occlusion range was
changed in 1% increments, and the difference was confirmed. To compare the difference
in the recognition performance according to the amount of information on the face, both
images were applied to the same information loss. For performance comparison, the
identity feature extraction network used lightCNN [41] architecture. When training a
feature extractor, we applied the accessories augmentation method proposed in [42]. The
generated recognition model has a recognition performance of 99.58% when there is no
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information loss. The difference in recognition performance due to the loss of information
for each rate is shown in Figure 3.
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The results of the experiment showed that the more information was lost, the lower
the overall recognition performance. In particular, it was possible to confirm that the upper
portion of the face had a greater effect on identification. If the upper part of the face,
including the eyes, was occluded, we could confirm that identity recognition performance
was critically declining. In addition, if the bottom part of the face was obscured and the loss
of information occurred, it was possible to see a performance drop of about 4% compared
to the case of the entire face being visible. However, as opposed to the lower part of the
face, it means that even without the lower part of the face, it can achieve an accuracy rate
of 96% of the maximum performance. However, this change causes more performance
decline than the numerical value in the online test, so a solution is needed.

3.2. Identity Recognition Using Partially Obscured Images

In a general identity recognition environment, it is assumed that the registration envi-
ronment is controllable, so no occlusion occurs and the front face is registered. However,
because the actual perception situation is an uncontrolled environment, various changes
can be reflected. Therefore, we experimented to determine the differences in the recogni-
tion performance in the case that part of the face is obscured by a mask. For performance
evaluation, a virtual mask image was synthesized on a single face in the LFW benchmark.
Mask images used to generate virtual data were commonly used for disposable mask
images. In addition, the virtual mask patch presented in the NIST (National Institute of
Standards and Technology) report [43] on the effect of masks on identity recognition was
applied with the same rule. The synthetic example is shown in Figure 4.
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Only one image of the two images for comparison was synthesized as the virtual
mask image and compared with the same LFW benchmark. In other words, the similarity
between the face wearing the mask and the face without it is compared. As a result,
a recognition accuracy of about 94~97% was obtained, which is a similar result to the
case of about 2–5% of information loss that occurred in the experiment for the preceding
information loss. The performance decline of 2~5% is the same level as the degenerating
of the level of identification technology for 6~8 years, so it is fatal to the identification
recognition using the face image. The specific performance of each case can be checked in
the result table in Section 3.3.2.

3.3. Proposed Method and Result

In this section, we propose a method to improve identity recognition performance in
special situations based on the previous experimental results. We propose a method of
determining whether to wear a mask by recycling the existing identity feature vector and a
method of minimizing the influence of the mask. Finally, we confirm that the proposed
add-on can be used to improve identity recognition performance in a masked situation.

3.3.1. Mask Detection with Recycled Identity Features

In previous studies, it was common to have problems in the face detection phase
when facial occlusion occurs due to factors such as masks. However, recent studies have
shown that the performance of detectors has improved significantly, making it possible
to detect the face and landmark with little to no effect by obscuring it. To find masks, we
detected the face region and generated normalized face images using a landmark. Then,
we removed the remaining area except for the candidate area of the mask in the normalized
face area and generated a classification model using only the area around the mouth. The
method for normalizing the face area has been applied in the same way as proposed in [32].
Then, the value of the top 40~50% of the normalized face was replaced with zero, so that it
was not used for calculation. The form of training image used for the detection mask is
shown in Figure 5.
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When training classifiers, we added branches to the existing model to take advantage
of features extracted from the identity recognition model without training a separate new
classifier, and we designed it by adding a layer. The weight of the existing recognition
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model is then used only as a feature extractor without updating it. That way, the mask
detection layer is trained in the form of a classifier that classifies whether or not obscuring
has occurred from identity features. Because it is a simple form with two-class classification,
the loss is defined and used as follows:

lossce = −
2

∑
i=1

ti log(si) = −t1 log(s1)− (1 − t1) log(1 − s1) (1)

There are two advantages to using this method. One is that the well-trained facial
feature extractor can be recycled. Because it will perform recognition in the same domain,
it works well even if it is used without an update. The other is that we can save memory by
sharing the weight parameters. These tricks are not important in a high-end environment,
but they require consideration where resources are limited, such as in a robot environment.
This designed architecture is shown in the below Figure 6.
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The data used in the training were images collected on the web and images that
artificially overlay a virtual mask on the Multi-PIE database [44]. When synthesizing, the
mask image was warped to fit the landmark and overlaid. One of 346 subjects on the
Multi-PIE database was separated into a validation set by the cross-subject method, and
the remaining identities were used for learning, and all lighting environments and posture
environments were reflected. For the mask classifier, about 200,000 pieces of training data
were used and about 700 pieces of validation data were used. Because it is so clearly a
matter of separating different images, it was possible to correctly classify all of the data.
However, in the case of wild environments, it is necessary to supplement the data to
improve the performance of the classifier because it includes a variety of changes that are
not included in the training.

3.3.2. Feature Selection with Mask Detection

We propose a system that combines the results of advanced experiments so that we can
actively respond to situations of face occlusion. This is a method for calculating a feature
with only necessary information by determining a meaningful information region within
the face region and preventing the remaining regions from being involved in identification
feature extraction. The proposed method is as follows. First, when the face is detected
for identity recognition, the normalization process proceeds equally. It detects the face
region and landmark, corrects the rotation, and resizes to a constant size to generate an
input candidate image. Then, the image is copied to create a new candidate image. New
candidate images are created for two purposes. One is to recognize whether occlusion
such as that by a mask has occurred, and the other is to use only a significant area for
identification feature calculation. In this step, the new candidate image is modified to the
image that intentionally caused the loss of information by padding 50–60% with zeros.
Then, the operation is performed by using the modified network such as that in Figure 6 to
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calculate whether the person is wearing a mask, the feature vector of the perfect image, and
the feature vector for the occluded face. Finally, when comparing the similarity with the
stored database, similarity comparisons are performed using the feature vector calculated
from the occluded face if occlusion occurs depending on whether a mask is worn or not,
and if there is no obscuring, the similarity comparison is performed using the feature vector
calculated from the perfect face. The entire system flow is the same as in Figure 7.
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The difference between the proposed method and the existing identity recognition
system is the red dotted line in Figure 7. Two steps have been added in the identity
recognition process, but this process has little effect on the overall computation. Since the
process of creating a masking image does not require complex image processing, only a
process of padding a value of zero for a part of the area causes a small additional use of
resources. The part that determines occlusion is also combined with the existing network
as shown in Figure 6, so the identity feature vector and occlusion recognition result can
be obtained with a single feed-forward operation. In this step, three types of candidate
images are used, but if the three images are operated in mini-batch, the result can be
obtained in almost the same operation time as the existing procedure. In the process of
registering a new identity, to use the proposed method, the identity features calculated
from the original image and the identity features calculated from the modified image are
stored respectively. In contrast to the existing method, the only overhead of the proposed
method is that the gallery dataset has to be stored separately. However, since the resources
required to store the identity feature vector are not large, the burden is light relative to the
performance improvement.

We performed three experiments to verify the performance of the proposed method.
These include feature vector visualization, influence on virtual masks, and performance
verification in other identity recognizers. First, we visualized the proposed part image
feature through t-SNE to confirm whether it maintains the appropriate distance from the
existing full image feature. The image from the Multi-PIE dataset was used for visualization.
The feature vector was calculated from the image that synthesized the original image with
a virtual mask, and the image to which the add-on was applied was projected in the 2D
plane. The visualized feature plane is shown in Figure 8. As a result of the visualization,
it was confirmed that the distance of the full image feature between the face without the
mask and the image with the mask was far greater than the distance of the partial image
feature to which the add-on was applied. In addition, it was confirmed that the partial



Electronics 2021, 10, 167 8 of 12

image feature, which applied the add-on, is not close enough to be implicitly distinguished
from other classes.
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Second, to compare the distance between the vectors projected in dimensions and to
confirm the actual verification performance, the performance was evaluated by applying
the method used in Section 3.2 to the benchmark database. A virtual mask was synthesized
in the image of one of the verification fairs, and the verification performance was calculated
when the add-on was applied and otherwise. The types of virtual masks used in the experi-
ment are shown in Figure 4 and were implemented to automatically be generated according
to the detected landmark. The identity recognizer used for performance evaluation was not
an open recognition model but a self-developed recognizer with 99.58% performance in the
LFW benchmark database. The result of applying this method is shown in Figure 9. First,
in an environment where a virtual mask was not added, it was confirmed that information
loss occurs when the add-on is added, so the recognition performance decreases. In the
case of adding a virtual mask, recognition performance decreases in all cases, but in most
cases, it can be confirmed that the recognition performance recovers when the add-on is
added. We confirmed that if more than 60% of the entire image is corrected, the amount of
information loss increases and the recognition performance is relatively lowered. Through
this experiment, the performance improvement was the biggest when the add-on was
applied with an image that was modified at a rate of 55% on average, although there were
some variations.

Finally, we performed experiments to confirm if the same effect can be obtained in
other identification recognizers. For comparison, we used MobileFace [45] and FaceNet
(InceptionResnetV1) [46] as recognizers. The virtual mask was used with the same mask
template of NIST as the previous experiment and the add-on was applied with the modified
image at a 55% ratio. The overall performance is shown in Table 1.
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Table 1. Performance comparison results of the proposed method.

Recognizer Method NIST
Mask 0

NIST
Mask 1

NIST
Mask 2

NIST
Mask 3

NIST
Mask 4

w/o
Mask

MobileFace
+mask 88.91 90.89 96.75 90.79 95.33

99.18+mask
+add-on 95.34 96.89 96.86 94.99 97.06

Inception
Resnet-V1

+mask 87.17 89.69 96.78 87.24 91.10
99.05+mask

+add-on 95.15 96.59 96.92 94.32 96.90

Ours
+mask 93.43 94.25 97.48 94.85 96.55

99.58+mask
+add-on 96.53 97.23 97.90 96.77 97.53

Similar to the previous experiment, when a virtual mask was added, the recognition
performance was reduced by around 10%. In some experiments, we confirmed that the
recognition performance dropped by even more, which is presumed to be due to the
lower performance of the identity recognizer itself which is more affected. However, it
was confirmed that a large part of the lost performance was restored when the add-on
was applied.

As the results of the experiment show, we can see a slight performance improvement
compared to images with masks as they are. The performance when using a mask decreased
by up to 5% depending on the type of mask, but it was confirmed that the drop rate can
be suppressed by 50% when the add-on is applied. In addition, there is no overhead in
terms of computation time. It is possible to compare images in almost the same time by
using a network that is similar to the existing recognizer and by computing the input image
into a mini-batch. The rate of the performance improvement is not numerically a very
large value, but this method maintains existing recognition performance in an environment
where a mask is not worn, and when a mask is worn, it is helpful in the actual recognition
environment by suppressing performance declines.
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4. Conclusions

In this paper, we propose a solution to the problem where the performance of an exist-
ing identity recognizer is degraded in the situation where occlusion occurs. A summary of
the methods for suppressing degradation in certain situations without compromising the
performance of existing identity recognizers is as follows. First, we included an add-on
that can recognize whether occlusion has occurred using the existing identity feature vector.
Then, according to the recognition result of the add-on, we compared the similarity by
selecting an appropriate vector among the existing identity feature vectors and the identity
feature vectors that minimize the influence of the occlusion. The advantage of the pro-
posed method is that identity recognition can be performed using only actual information
regardless of the type of occlusion, using only meaningful information. Although the
rate of improvement in performance is not dramatic, it is a big advantage in that it is
possible to improve recognition performance in a particular environment without any cost.
However, there are still some improvements to be made. Firstly, if an error occurs in the
obscured judgment of the preceding step, the same result as the normal recognizer will
be achieved. However, this is not a weakness because in the worst case, the same results
as the existing recognizer are achieved. The other is that there is a possibility that more
information than necessary to be lost because it determines only the presence or absence of
obscuring and if screening occurs, replacing the information of the fixed area to zero and
calculating. In order to solve this problem, it is necessary to accurately detect the starting
position of the occlusion or segmentation of the obscured area. Using such a method, it is
expected that identity characteristics will be extracted more efficiently and better identity
recognition results will be obtained by comparing only meaningful parts without loss of
necessary information.
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