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ABSTRACT This paper presents a method for recognizing behaviors in videos based on the ensemble
RGB-S deep neural network, which combines RGB images and skeleton features from an action recognition
database built in intelligent home service robot environments. The ensemble model is designed using the
three-stream approach. The first stream classifies behaviors in videos using a convolutional neural network
(CNN) based on a pre-trained ResNet101 model, which uses two-dimensional (2D) sequence images of
actions as its input, and training a long short-term memory (LSTM) neural network with the sequence (RGB
2D-CNN+ LSTM). The second stream directly manages the video and uses a three-dimensional (3D) CNN
to include both temporal and spatial information. The 3D CNN is based on a pre-trained R3D-18 model
(RGB 3D-CNN). The last stream uses the pose evolution image (PEI) method, which converts the skeleton
sequence into a single-color image. The converted images are used as the input for the CNN (Skeleton
PEI-2D-CNN). This approach not only reflects the spatial and temporal features of the behaviors in videos,
but also includes all characteristics of the 2D sequence images, 3D videos, and skeleton sequences. Finally,
a large-scale database for behavior recognition in videos, known as ETRI-Activity3D, is used in this study to
verify the performance of the proposed deep neural network. A recognition performance of 93.2% is achieved
in a cross-subject experiment, verifying the superiority of this method over models from previous studies.

INDEX TERMS Ensemble RGB-S deep neural network, ETRI-Activity3D database, human behavior
recognition, transfer learning.

I. INTRODUCTION
Deep learning is an artificial intelligence (AI) technology
that enables computers to think and learn like humans.
By enabling robots to learn independently and combine the
information they learned, deep learning offers new possibili-
ties in the human–robot interaction (HRI) field. Beyondmim-
icking human expressions and behaviors, robots that identify
solutions by practicing while repeatedly encountering mis-
takes have emerged because of deep learning technology.
Robots for homes, industries, and disaster relief are being
developed successively using AI technology and various
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sensors that can detect the position and gradient, as well as
visual, auditory, and tactile senses. HRI is a multidisciplinary
research field involving human–computer interactions, AI,
robotics, natural language processing, and social science.
Moreover, HRI is a key technology that can enable intelligent
home service robots to interact naturally with users using
a robot camera, microphone, and various sensors. The fact
that these robots possess autonomous movement capacity,
bi-directional properties of interaction, and various levels
of control indicates that HRI possesses features different
from those of conventional human–computer interactions.
HRI includes various technologies, such as facial recogni-
tion, gesture recognition, behavior recognition, voice recog-
nition, speaker recognition, sound localization, and sound
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separation. Among these HRI technologies, behavior recog-
nition in videos was emphasized in this study. Studies regard-
ing behavior recognition have been performed previously, as
follows.

Kim [1] proposed an HRI framework for recognizing a
user’s position, identification, and behaviors while a robot
is interacting with the user. This framework, which includes
several individual HRI components, can yield reliable data
regarding the user and combines them effectively to respond
to the demand of HRI service applications. Le [2] addressed
the social HRI problem by suggesting a method for integrat-
ing a deep neural network with a kinematic robot system
to render HRI behaviors more robust. Zhu [3] proposed a
technology for natural HRIs to recognize hand gestures and
daily activities based on the motion data and hierarchical
hidden Markov model (HMM) in a smart assisted-living
system for the elderly and disabled. Manzi [4] proposed a
mobile robot capable of recognizing daily activities using
depth cameras and wearable sensors. Manzi [4] suggested
a method to conflate data of different characteristics using
various sensing strategies.

Jang [5] proposed a four-stream adaptive convolutional
neural network (CNN) that is robust to spatio–temporal
changes such that daily activities can be recognized under
robotic environments for elder care. Simonyan [6] proposed a
behavior recognition method using two streams from images
and an optical flow. One stream inputs individual frames,
whereas the other stream uses several frames to compute the
optical flow. Subsequently, they are input to the respective
CNNs, and their scores are added to the final stage. Next, a
two-dimensional (2D) convolution is performed, where 2D
data are used as the input and a 2D result is generated; addi-
tionally, a three-dimensional (3D) convolution is performed
in three directions. Hence, the 3D convolution uses 3D data
as the input and generates a 3D result. Tran [7] proposed a
3D CNN based on 3D convolution operations for behavior
recognition in videos. The CNN comprised eight convolution
layers and two fully connected layers.

Wang [8] used the trajectory of body parts to classify
actions performed. After extracting the trajectory from the
videos, features extracted directly from the Fisher vector were
combined with features learned through CNN-based deep
learning in the final layer. Yang [9] proposed a multimodal
combination comprising four models to classify videos. The
fourmodels comprised features of 3D convolution, 2D optical
flows, 3D optical flows, and 2D convolution. The combina-
tion method used in the study was the boosting mechanism.

Zhang [10] proposed a dual-channel deep CNN that uses
both a spatial channel network and a temporal channel net-
work to extract static and dynamic features.

Wang [11] introduced pattern-based, model-based, and
deep learning-based behavior recognition using channel state
information. Gong [12] proposed a method to combine a pre-
trained deep learning model with a typical HMM for recog-
nition in HRIs. Liu [13] suggested a deep fully connected
model for group activity recognition. A spatio–temporal

model based on CNN and long short-term memory (LSTM)
networks was used to capture dynamic actions of individuals,
and a fully connected conditional random field was used to
learn the interactions between people.

Karpathy [14] suggested combining two streams in parallel
for video classification. Two parallel encoders were con-
structed to be smaller and simplified using fewer parame-
ters. One of the encoders managed low-resolution features,
whereas the other processed high-resolution features. Sub-
sequently, they were combined in the last stage of the fully
connected layer. Ng [15] proposed two methods for classify-
ing lengthy videos. The first method uses max pooling for
the convolution features on the time axis, and the second
method connects the convolution features using LSTM to
process videos of varying lengths. The motion of objects in
the video provides useful information regarding the action
being performed, and the proposed method measures the
object’s motion using an optical flow.

Based on the literature review provided above, it is clear
that previous studies of HRIs were performed using mobile,
home service, and eldercare robots for behavior recognition.
In addition, deep learning technology comprising multiple
streams, in which skeleton, RGB, depth images are used
as input, was primarily investigated as behavior recogni-
tion technology. Furthermore, techniques involving the CNN,
LSTM, optical flow, and HMM have been applied.

Previous studies suggest that a large-scale behavior recog-
nition database is to be developed and made publicly avail-
able. Moreover, investigations should be conducted using the
database to develop deep learning-based behavior recognition
technology with a high recognition rate such that intelligent
home service robots can aid the elderly in performing daily
tasks.

Therefore, in this study, a large-scale behavior recognition
database was constructed, and an ensemble three-stream deep
network was designed using the database to perform behavior
recognition for HRIs under an intelligent home service robot
environment. In this regard, the Electronics and Telecommu-
nications Research Institute (ETRI) constructed the ETRI-
Activity3D database, which is a 3D image dataset for recog-
nizing the daily activities of elderly people and adults under
robotic environments. These data were collected legally and
securely with the approval of the IRB (Institutional Review
Board) and after obtaining consent from the elderly and
adults for the collection and use of their personal information.
The proposed deep network for behavior recognition com-
prised a three-stream deep network based on 2D sequence
images, 3D videos, and skeleton data. This approach con-
siders both the 2D and 3D characteristics investigated in
previous studies, and it retains the characteristics of skeleton
changes.

This paper is organized as follows: Section 2 describes
the combined model comprising the LSTM and 2D-CNN,
a component of the three-stream RGB-S DNN, the 3D-CNN,
and the skeleton-based pose evolution image (PEI)-2D-CNN.
Section 3 describes the ensemble DNN and the late fusion

VOLUME 9, 2021 73241



Y.-H. Byeon et al.: Ensemble Three-Stream RGB-S Deep Neural Network for Human Behavior Recognition

method. Section 4 provides the experimental results and
consideration of the proposed ensemble DNN using the
large-scale ETRI-Activity3D behavior recognition database.
Finally, Section 5 presents the conclusion of the study.

II. THREE-STREAM DEEP NEURAL NETWORK
RGB videos that display behaviors are data of multiple RGB
images, which are captured successively in a certain time
interval. Because the captured images are shown succes-
sively, the objects in the video appear as if they are moving.
The size of the data for RGB videos varies significantly
based on the image resolution. The capacity of RGB videos
is typically several times larger than those of other types of
data, and they include various information, including those
regarding the surrounding objects and circumstances. Mean-
while, skeleton data only contain information regarding the
coordinates of the joints. Hence, the data size is small and
it contains only information regarding the skeleton structure
of the person. Although a person’s skeletal movement pro-
vides essential information for behavior recognition, using
only skeletal information is insufficient for distinguishing
between similar behaviors. In such cases, the surrounding
information may be required to recognize behaviors. The two
types of data, RGB videos and skeleton data, possess different
and unique characteristics. Therefore, designing an ensemble
three-stream deep network that uses these two types of data
as the input can generate a better synergy effect. This section
describes the components of the ensemble three-stream deep
neural networks: RGB 2D-CNN+LSTM, RGB 3D-CNN,
and Skeleton PEI-CNN.

A. RGB 2D-CNN + LSTM
Because RGB videos have a 3D structure, in which 2D
images are stacked in layers along the time axis, it is difficult
to apply RGB videos to 2D CNNs. Therefore, 2D-CNNs
are used to create a feature vector representing the spatial
information of each frame of the 2D image. Subsequently,
the feature vector enters LSTM as an input to extract and
classify the temporal information features. LSTM is an effi-
cient neural network for processing sequence data because
it refers to the numerical values from the previous layers
to compute the output. As a feature extractor, it can be
applied to the 2D-CNN using various models, including
newly designed and pre-trained models. Pre-trained models
are based on studies by renowned scholars worldwide, and
the performances of these models have already been ver-
ified. Pre-trained models are useful because they provide
excellent performances and can reduce the effort required to
define tens or hundreds of layers. Various pre-trained mod-
els exist, ranging from light and relatively shallow models
to heavy and deep models. AlexNet [16], GoogLeNet [17],
ResNet [18], and DenseNet [19] are examples of pre-trained
models. GoogLeNet, which has demonstrated favorable per-
formances for 2D-CNNs, was used in this study. It is a
preconfigured model comprising nine inception modules.
An inception module is a group of layers that perform

FIGURE 1. Diagram of RGB 2D-CNN + LSTM.

convolution operations of various sizes in parallel and com-
bine the results to increase the neural network’s depth effec-
tively. The inception module reduces the number of feature
maps by performing 1 × 1 convolution operations and con-
siders minute features of the smallest units. Furthermore,
it includes convolutions of various dimensions, such as 3 × 3
and 5× 5. The contents of the previous layer are summarized
through parallel pooling, and all parallel results are connected
in the last step. Fig. 1 shows a diagram of the LSTM and
2D-CNN feature extractor that uses the RGB video sequence
as the input.

The method for designing a deep neural network that
classifies behavior recognition in videos is summarized as
follows:

[Step1] Use a pre-trained CNN such as GoogLeNet to
convert the videos into a sequence of feature
vectors, and extract the features for each frame
in the last layer pooling layer.

[Step2] Predict the video labels by training a
bi-directional long short-term memory
(BiLSTM) neural network with 2000 hidden
units for the sequence.

[Step3] Design a neural network that classifies the
videos directly by combining the layers of the
two neural networks.

B. RGB 3D-CNN
In RGB videos, 2D images are stacked along the time axis,
thereby forming a 3D structure. Therefore, it is difficult to
apply RGB videos to 2D CNNs. In recent years, 3D-CNNs
have outperformed 2D-CNNs that have been trained on
large-scale video datasets. Because a 3D-CNN contains 3D
filters, both temporal and spatial data are considered. Con-
volution operations and subsampling involve 3D filters, and
other components involved are identical to those used in
2D-CNNs. Hence, favorable performance can be achieved
using pre-trainedmodels. The pre-trainedmodels are C3D [7]
and I3D [20] based on GoogLeNet, and R3D [21] based
on ResNet. Deep layers cause some problems, where the
gradient becomes excessively small or large and the per-
formance is degraded as the layer becomes deeper. Hence,
ResNet used skip connection, which reuses the input features
of the previous layer. ResNet consists of five residual blocks,
uses one of them as an input, and stacks the remaining with
several overlaps [18]. In this study, behavior recognition
was performed based on R3D-18. Furthermore, the codes
used and the pre-trained models are publically available on
GitHub [22]. Fig. 2 shows the simplified structure of the
3D-CNN with an RGB video input.
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FIGURE 2. Architecture of RGB 3D-CNN.

C. SKELETON PEI-BASED CNN
Skeleton refers to human skeletal information extracted from
sensor data. These data comprise the coordinates of joints,
such as head, shoulder, hands, and feet, and they are defined
for each frame to form a skeleton sequence. A skeleton is
a data format that can effectively store the movements of
a person of interest, and skeletons captured from a sensor
are coordinates to form human skeleton. Similar to images,
the skeleton of a certain moment does not contain all informa-
tion regarding a person’s action. Therefore, similar to videos,
skeletons of several moments are arranged in a chronological
sequence for behavior recognition. To effectively analyze this
sequence data, both spatial and temporal data are important.
Hence, conversion methods have been investigated to extract
the appropriate information effectively. In this study, PEI,
a method for converting a skeleton sequence into a single-
color image, was used [23]. First, a joint is a central axis
over which the body parts can be bent. Because ordinary
people have a limited number of bendable joints, a human
skeleton can be represented with minimal data. Kinect v1 rep-
resents a human skeleton using 20 joints. Meanwhile, Kinect
v2, used in this study, uses 25 joints to represent a human
skeleton. Using many joints, detailed skeletal changes of a
person can be detected. However, an incorrect skeleton can
be detected when unnecessarily many joints exist because the
limitations of the human body are not considered. A skeleton
is a collection of joints, and a 3D skeleton represents the
human skeletal joints in 3D coordinates. As a person moves
over time, his/her action changes based on changes in the
human skeleton. Therefore, the skeleton must be captured
continuously at a regular interval. The skeleton sequence
generated for an action has a 3D data format. This 3D data can
be converted into a 2D image by projecting the coordinates
into an RGB space. Fig. 3 shows the process of converting
a skeleton sequence into an image by projecting a skeleton
into an RGB space. Here, the skeleton sequence is expressed
as 3D data (J × D × T), where J denotes the number of
joints representing the human body skeleton, and T is the
temporal dimension denoting the number of skeleton frames
over time. To convert the skeleton sequence into an image, the
dimension of the joint coordinates (D) is substituted with the
temporal dimension (T). The substitution process produces a
single-color image (J × T × 3) when the dimension of D is
three. Normalizing this color image per channel and linearly
transforming the image size yield a skeleton image. A pre-

FIGURE 3. Process of converting skeleton sequence into image by
projecting it onto RGB space.

FIGURE 4. 2D-CNN using converted PEI as input.

trained 2D-CNN was designed to use three RGB channels
as an input for image recognition. Therefore, the skeleton
sequence can be used for the pre-trained 2D-CNN by convert-
ing it to a PEI. Moreover, both temporal and spatial features
can be considered using only a 2D filter by converting the
skeleton sequence into a PEI. Fig. 4 shows the process of a
skeleton sequence being converted to a PEI and then used as
an input to the 2D-CNN. Algorithm 1 depicts the pseudocode
of ensemble three-stream RGB-S deep neural network.

III. ENSEMBLE RGB-S DEEP NEURAL NETWORK
In general, an ensemble method is a method for deriving bet-
ter results by combining the results of several models, which
have been trained individually with a single goal. Each model
focuses on its assigned features without being affected by
another model’s input data. In addition, the analysis strategy
of data can be diversified by having different neural networks
for individual models. A more robust classifier is obtained
by combining these models of diverse inputs and analysis
strategies. The ensemble method used in this study adds
or multiplies the output score values of the neural network
models using the late fusion method.

The behavior recognition data typically comprise two types
of data: RGB videos and skeleton sequences. These two
data types exhibit different characteristics; therefore, com-
bining them appropriately can yield a better synergy effect.
Three RGB video-based behavior recognition models, RGB
2D-CNN + LSTM, RGB 3D-CNN, and skeleton PEI-CNN,
were combined in this study.

For the PEI-CNN model, the performances of four types
of PEI were analyzed. The four types of PEI comprised the
following: (i) created based on the original skeleton data
(Type 1), (ii) created by assigning rotation to the skeleton
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Algorithm 1 Ensemble Three-Stream RGB-S Deep Neural
Network

1. Load data:
- Signal1← RGB Video
- Signal2← Skeleton

2. Load pretrained model:
- Model1← GoogLeNet
- Model2← ResNet-101
- Model3← R3D-18

3. Stage 1 of RGB 2D-CNN + LSTM
- Signal1 = I = {I1, . . . ,IN}, N = video length
- Fi = Model1FeatureLayer(Ii)
- G =

[
F1, . . . ,Fp

]
, p = sequencelength

- Training: LSTM(Gtrain)
- Prob1 = LSTM(Gtest)

4. Stage 2 of Skeleton PEI-based CNN
- Signal2 = S = {S1, . . . ,SN}, N = video length
- H = PEI(S)
- Training: Model2(Htrain)
- Prob2 =Model2(Htest)

5. Stage 3 of RGB 3D-CNN
- Signal1 = I = {I1, . . . ,IN}, N = video length
- U = [I1, . . . ,Ip], p = sequencelength
- Training: Model3(Utrain)
- Prob3 =Model3(Utest)

6. Stage 4 of Ensemble Network
- ProbFusion1 = Prob1 + Prob2 + Prob3
- ProbFusion2 = Prob1 × Prob2 × Prob3
- PredFusion1 = max(ProbFusion1)
- PredFusion2 = max(ProbFusion2)

7.

(Type 2), (iii) created by adding joint points (Type 3), and (iv)
created by assigning rotation to the skeleton and adding joint
points (Type 4).

The RGB-S based three-stream ensemble deep neural net-
work provides better performance by considering both the
circumstance and color information of the RGB video and the
human skeleton information of the skeleton sequence for the
final behavior recognition. The RGB-S based three-stream
ensemble deep neural network reflects the temporal and spa-
tial characteristics of the actions in the video, and it includes
the characteristics of the 2D sequence image, 3D video, and
skeleton.

Fig. 5 shows the RGB-S based three-stream ensemble deep
neural network for video-based behavior recognition.

IV. EXPERIMENTAL RESULTS
For a natural interaction between humans and robots and
for providing customized services under intelligent home
service robotic environments, the behavior recognition per-
formance of the ensemble three-stream deep neural network
was verified via the large-scale ETRI-Activity3D behavior

FIGURE 5. RGB-S based three-stream ensemble deep neural network.

recognition database. This section describes the experiment
and evaluation method, as well as the experimental results
and consideration.

A. ETRI-Activity3D DATABASE
To evaluate the performance of the behavior recognition
model proposed herein, the large-scale ETRI-Activity3D
dataset built by ETRI was used [5]. These data comprised
112,620 samples, and they were collected from 50 elderly
people and 50 adults. The elderly group comprised 17 men
and 33 women. Their ages ranged between 64 and 88 years,
and the average age was 77.1 years. The adult group com-
prised 25 men and 25 women. Their ages ranged between
21 and 29 years, and the average age was 23.6 years. The
participants performed 55 types of actions that reflected daily
activities in the living room, kitchen, and bedroom of the
residential apartment, where intelligent home service robots
moved around. Their actions were recorded using the Kinect
v2 version robot camera. The 55 types of actions were defined
by observing frequently occurring daily activities of adults
and elderly people. The detailed information can be viewed
or downloaded from a public website. Considering home
service situations, four Kinect sensors were installed at 70 and
at 120 cm heights. The actions were recorded from eight
directions, and the distance between the imaging device and
the participant was between 1.5 and 3.5 m. The collected data
presented a 1920× 1080 resolution for a color image, and 512
× 424 resolution for a depth image. The skeleton information
comprised 25 positions of the joints in a 3D space, and the
frame rate of the data was 20. Fig. 6 shows sample images
of the 55 action types. Table 1 shows 55 action types in the
ETRI-Activity 3D dataset as an example.

Fig. 7 shows examples of action data in the ETRI-
Activity3D dataset. For each action type, one person performs
the action two to three times by either changing the loca-
tion inside the house (living room, bedroom, kitchen, etc.)
or the direction faced by the person. To diversity the data,
100 people performed the same action, and four to eight
cameras, depending on the space condition, were used to
record each person’s action. Approximately 2050 data points
were obtained for each action type, and the average number of
data point for each person was 20.5. Owing to the enormous
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TABLE 1. 55 Action Types in Etri-activity3d.

total data size, the image resolution was reduced to one-fifth,
i.e., 384 × 216.

B. PERFORMANCE EVALUATION
Based on the experimental standards used in previous studies,
the performance was evaluated using the cross-subject (CS)
and cross-age (CA) of the dataset. For the CS, the 50 elderly
people were assigned numbers 1 through 50, whereas the
50 adults were assigned numbers 51 through 100 based on
ETRI-Activity3D. Numbers that were not multiples of three
were categorized as learning data, whereas numbers that
were multiples of three were categorized as verification data.
Hence, the learning data comprised the data of 67 people,
including both the adults and elderly. The verification data
comprised the data of 33 people, also including both the

FIGURE 6. Sample images of the 55 action types for ETRI-Activity3D.

adults and elderly. For the CA, data of the elderly and adults
were separated, and it was composed of elderly learning
data, elderly verification data, adult learning data, and adult
verification data. Similar to the CS, the elderly people were
assigned numbers 1 through 50, and the adults were assigned
numbers 51 through 100 for the CA. Numbers that we’re
not multiples of three were categorized as learning data,
whereas numbers that were multiples of three were catego-
rized as verification data. The domains were separated at the
boundary between the elderly and adults, between numbers
50 and 51 [24]. Fig. 8 shows the composition of ETRI-
Activity3’s CS, and Fig. 9 shows the composition of ETRI-
Activity3’s CA.

The trend of the behavior recognition dataset shows that the
data were typically composed of RGB images, depth images,
and skeletons. These data can be recorded simultaneously
because sensors that obtain such data are built into a single
device. Diverse sensor information can improve the accuracy
as it providesmore information for data analysis. In this study,
RGB video images and skeleton sequences were used. As for
the depth image, many images were obtained inaccurately.
Hence, depth images were excluded to increase the recogni-
tion rate.
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FIGURE 7. Examples of action data in ETRI-Activity3D.

FIGURE 8. Division of cross-subject dataset.

FIGURE 9. Division of cross-age dataset.

The behavior recognition model was evaluated based on
accuracy, which was calculated by dividing the number of
correct classifications (Nc) by the sum of the number of cor-
rect classifications (Nc) and the number of incorrect classi-
fications (Nw). Equation 1 shows the formula for calculating
the accuracy.

accuracy =
Nc

Nc + Nw
(1)

TABLE 2. Performance comparison of proposed and existing methods
(cs).

C. EXPERIMENTAL RESULTS
The equipment used in the experiment comprised an Intel(R)
Xeon(R) Gold 5120 2.2 GHz central processing unit,
an NVIDIA Tesla V100-SXM2-32GB graphics processing
unit (GPU), 180 GB of random access memory, and a 64-bit
Windows Server 2016 operating system.

In the experiment, a recognizer was designed using the
2D-CNN + LSTM method and a 3D-CNN for the RGB
videos in the three-stream configuration. For the skeleton
sequence, the PEI-CNN method was used to design a recog-
nizer.

A pre-trained GoogLeNet model was used as the 2D-
CNN to implement the RGB 2D-CNN + LSTM model.
Pre-trained models are open models that have been trained
and proven to exhibit a good structure. The characteristics
of neural networks allow them to be designed with diverse
components and depth structure, but the performance varies
significantly based on its structure. Hence, many trial-and-
error processes are required. However, pre-trained models
can shorten this process and can be applied promptly. Fur-
thermore, they do not require tens to several hundreds of
layers to be defined individually. The initial weights that
had been learned through ImageNet were used to extract
feature vectors in the last pooling layer. A feature vector was
generated for each frame of a single video, and these feature
vectors were used to create a sequence. Sequence data with a
length of 400 were not included to exclude anomalous data
from learning. The LSTM was designed using a BiLSTM
layer comprising 2000 nodes and a dropout that reduced
overfitting. TheAdam optimizationmethodwas used, and the
learning parameters set were as follows: a dropout rate of 0.5,
an initial learning rate of 0.0001, the number of learning
epochs of 30, a mini-batch size of 16, a learning rate decay
period of 5, and a learning rate decay rate of 0.2. The exper-
imental result showed that the 2D-CNN + LSTM yielded a
recognition performance of 49.47%, as shown in Table 2.

The 3D-CNN is a CNN with 3D input data. The filters
that are designed inside for feature extraction are 3D as
well. Both spatial and temporal features are calculated in a
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3D convolution operation; therefore, the 3D-CNN can learn
the sequence data better than the 2D-CNN. As a 3D image
feature extractor and classifier, the 3D-CNNused in this study
utilized a pre-trained R3D-18 model. The Adam optimiza-
tion was used and the parameters set were as follows: the
number of learning epochs of 50, a learning rate of 0.001,
weight decay of 0.00005, and a mini-batch size of 100. The
experimental result showed that the recognition performance
of the RGB 3D-CNN was 79.20%, as shown in Table 2.

ResNet-101 was used as the 2D-CNN in the implemen-
tation of the skeleton (PEI-2D-CNN) model. Furthermore,
the initial weights learned through ImageNet were used to
perform transfer learning. The 3D skeleton sequence was
converted to images using the PEI method. Subsequently,
those images were used as input to the 2D-CNN for classi-
fication. In addition, the performances of the four types of
PEIs were analyzed.

In this study, the four types of PEI were generated based on
the skeleton data. The four types of PEIs comprised the fol-
lowing: (i) created based on the original skeleton data (Type
1), (ii) created by assigning rotation to the skeleton (Type 2),
(iii) created by adding joint points (Type 3), and (iv) created
by assigning rotation to the skeleton and adding joint points
(Type 4). In addition, the converted images were measured
224 × 224 × 4 and presented in RGB format. Learning
was performed using the Adam optimization method, a mini-
batch size of 30, an initial learning rate of 0.0001, the number
of learning epochs of 20, a learning rate decay period of 5, and
a learning rate decay rate of 0.2.

The recognition performances of the four types of PEIs
were 84.95%, 85.88%, 86.09%, and 85.20%. Type 3, which
demonstrated the best performance, was selected in this study.
As shown in Table 2, the recognition rate for skeleton PEI-
2D-CNN was 86.09%.

Table 2 shows the performances of the previously inves-
tigated methods, individual methods of the three stream,
and the ensemble DNN method. The ensemble DNN uses
two types of late fusion methods. Fusion1 (summation) and
Fusion2 (multiplication) indicate the method types used.

For the existing methods shown in Table 2 for comparison,
the default values of the open-source models and the Adam
optimization method were used. The learning rate was ran-
domly set from 1/3 times to 3 times for each iteration until
the weight decay. After the weight decay, the learning rate
was reduced by 1/3 from 0.001 to 0.000001. The learning
was performed variously by randomly setting the mini-batch
size from 1 time to 1/4 times for each iteration based on the
maximum GPU memory [24].

As shown in Table 2, the proposed method, i.e., the
Fusion2 type of the ensemble DNN, outperformed the exist-
ing methods and individual stream methods by 2.6% to 20%,
respectively.

Fig. 10 shows the recognition performance based on the
learning of the PEI-2D-CNN having the skeleton as the input,
whereas Fig. 11 shows a part of the PEI converted from
the skeleton sequence. Fig. 12 shows the recognition perfor-

FIGURE 10. Recognition performance based on learning of skeleton
PEI-2D-CNN.

FIGURE 11. Part of PEI converted from skeleton sequence.

FIGURE 12. Performance recognition based on learning of RGB 3D-CNN.

mance based on the learning of the 3D-CNN having an RGB
video as the input.

CA performance verification was performed by segregat-
ing the participants into elderly and adult groups to evaluate
the performance of the three-stream RGB-S ensemble DNN
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TABLE 3. Performance comparison of proposed and existing methods
(ca).

model and analyze the domain difference. This performance
verification was performed separately from the previous CS
experiment. The learning options and implementation envi-
ronment were set to be the same as that of the CS experi-
ment. Table 3 shows the ensemble accuracy of the behavior
recognition based on the RGB and skeleton. The learning
of the elderly and group datasets was labeled as Case1 and
Case2, respectively. In the Case1 experiment, the ensem-
ble DNN-Fusion1 achieved performances of 92.81% and
73.56%, whereas previously researched methods achieved
performances of 87.7% and 69%. Hence, it was confirmed
that the proposed ensemble DNN-Fusion1 method yielded
better performances than the existing methods. Likewise,
in the Case2 experiment, the existing methods achieved per-
formances of 74.9% and 85%, whereas the proposed ensem-
ble DNN-Fusion1 model achieved excellent performances of
75.08% and 90.37%.

D. DISCUSSION
The contributions of this paper can be summarized as follows.
First, a large-scale database built under the robot environ-
ments was essential for the study of human-robot interaction
to care for the elderly in intelligent home service robots.
However, there was a very lack of data to recognize human
behavior in human daily life. In particular, the research was
difficult in research because a database specialized for the
elderly was not constructed. To solve this difficulty, we con-
structed the large-scale ETRI-Activity3D dataset to evaluate
the performance of human behavior recognition.

Second, we presented the method for recognizing behav-
iors in videos based on the ensemble RGB-S deep neural
networks. This approach reflected the spatiotemporal features

of the behaviors in videos, including all characteristics of
the 2D sequence images, 3D videos, and skeleton sequences.
The experimental results revealed that the presented approach
showed good performance in comparison to the previous
methods. From these contributions, this paper is expected to
obtain an important starting point in research on the commer-
cialization of robots for solving social problems in the age of
aging and is considered to be of academic value.

However, although the proposed method offered better
performance than other methods, its limitation was that it
lacks in explaining the unique behavioral characteristics of
the elderly and adults based on deep learning. An explainable
AI method needs to be performed to solve this problem as
future research. For readers, ETRI has released the ETRI-
Activity3D database and software necessary for research on
human care robots that help the elderly in their daily life [33].

V. CONCLUSION
A video-based behavior recognition method based on the
ensemble RGB-S deep neural network was proposed herein.
This method combines RGB videos and skeleton features
from a behavior recognition database built under intelli-
gent home service robot environments. The ETRI-Activity3D
database, a large-scale video recognition database con-
structed by ETRI, was used to evaluate the performance of
the proposedmodel. The recognition performance was 93.2%
for the CS experiment. In the CA experiment, the proposed
model achieved better performances than the existingmodels.
The proposed behavior recognition technology is an HRI
technology for intelligent home service robots. It is antici-
pated that this technology will be useful for future applica-
tions. Using deep learning technology, we plan to perform
studies regarding methods for explaining unique behavioral
characteristics of the elderly and adults in the future. Fur-
thermore, we plan to develop a behavior recognition solution
specialized for the behaviors of elderly people. This solution
would be applied to eldercare robots.

APPENDIX
Pretrained models are famous preconfigured and weight-
adjusted deep learning models that are already reviewed on
performance scientifically. There are some pre-trained mod-
els such as AlexNet, GoogLeNet, ResNet, and DenseNet
for 2D-CNN and I3D and R3D for 3D-CNN. The 2D-CNN
and 3D-CNN uses 2D filters and 3D filters for convolution
and pooling, respectively. The GoogLeNet applied Inception
modules avoiding gradient vanishing to stack many layers
deeply. The Inception modules are designed to process input
data in parallel with varying filter size from 1 to 5, then
the results are concatenated for feeding next layer [17]. The
ResNet applied skip connection to add input to output for
maintaining input information and prevent gradient vanish-
ing [18]. So, the neural networks can have hundreds of lay-
ers successfully. The I3D [20] and R3D [21] are 3D-CNNs
based on GoogLeNet and ResNet, respectfully. The 2D fil-
ter for convolution can only calculates spatial features and
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the 3D filter can calculate spatiotemporal features. Com-
monly, 3D-CNN is used for recognizing time series data. The
R3D-18 consists of 4 types of residual blocks and repeats
each type twice. At part of end, averaging pooling and
fully-connected layers are followed.

LSTM takes time series data and finds rule along temporal
space. It deals with input and previous output recursively and
has variable input and output lengths. To memorize previous
information, it consists of input, forget, and output gates. The
flow of LSTM calculation is as follows:

it = sigmoid(xtwt + ht−1ui) (2)

ft = sigmoid(xtwf + ht−1uf ) (3)

ot = sigmoid(xtwo + ht−1uo) (4)

c̃t = tanh(xtwc̃ + ht−1uc̃) (5)

ct = ft × ct−1 + it × c̃t (6)

ht = tanh(ct )× ot (7)

where, w and u are weights multiplied to input and out-
put, respectively. it , ft , and ot are input, forget, and output
gates, respectively. ct and ht are cell state and output, respec-
tively [34].
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