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ABSTRACT Depth-estimation from a single input image can be used in applications such as robotics and
autonomous driving. Recently, depth-estimation networks with UNet encoder/decoder structures have been
widely used. In these decoders, operations are repeated to gradually increase the image resolution, while
decreasing the channel size. If the upsampling operation at a high magnification can be processed at once,
the amount of computation in the decoder can be dramatically reduced. To achieve this, we propose a
new network structure, i.e., a cocktail glass network. In this network, convolution layers in the decoder
are reduced, and a novel fast upsampling method is used that is known as channel-to-space unrolling, which
converts thick channel data into high-resolution data. The proposed method can be easily implemented using
simple reshaping operations; therefore, it is suitable for reducing the depth-estimation network. Considering
the experimental results based on the NYUV2 and KITTI datasets, we demonstrate that the proposedmethod
reduces the amount of computation in the decoder by half, while maintaining the same level of accuracy; it
can be used in both lightweight and large-model-capacity networks.

INDEX TERMS Artificial neural networks, image processing, depth estimation, monocular image.

I. INTRODUCTION
Monocular depth-estimation (MDE) is a method of estimat-
ing the depth of an input image. This is an ill-posed problem
because several three-dimensional (3D) scenes can be pro-
jected onto the same two-dimensional (2D) scene. Recently,
significant progress has been achieved in solving this prob-
lem, using convolutional neural networks and large-scale
learning data. This study aims to reduce the amount of com-
putation, while maintaining accuracy, in a lightweight MDE
network. The supervised depth-estimation network is mostly
composed of an encoder/decoder in a UNet network. First,
in the encoder, a backbone network trained on a large dataset,
such as ImageNet, is recommended. Typically, ResNet [1]
or DenseNet [2] is used as a backbone in heavy-weight
networks to achieve the best accuracy, and MobileNet [3]
is primarily used in lightweight networks for mobile envi-
ronments. Various other methods, such as GhostNet [4],
FbNet [5], and EfficientNet [6], have recently been proposed
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for efficient computation and they can be used as an encoder
in a UNet-styled MDE network. In contrast, there is consid-
erable scope for improving the network structure for weight
reduction in the decoder. The main function of the decoder of
the depth-estimation network is to gradually reduce the chan-
nel, increase the resolution of the deep features delivered from
the encoder, and finally, output a channel depth map with
the same resolution as the input image. Thus, upsampling
(2×) layers, such as up-convolution [7], are repeatedly used
in the decoder, and the resolution is generally increased by a
factor of two in each layer. If the resolution is increased and
the channel is reduced by a large magnification in one layer,
the number of layers in the decoder can be reduced. This
indicates that the amount of computation and network model
size can be reduced. However, we encounter the following
problems. If the channel is reduced by a high magnifica-
tion and the resolution is increased sequentially, although
the size of the final feature data is the same as the input
data, a significant amount of information is lost, because
the data size decreases at a large rate in the intermediate
stage. Alternatively, if the resolution is first increased by a

114680 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0002-7174-7932
https://orcid.org/0000-0002-9168-7746


J.-J. Yu et al.: CGN: Fast Depth Estimation Using CSR

high magnification and the channel is subsequently reduced,
the data size increases in the intermediate stage, and the
amount of computation and memory increases. Therefore,
to avoid such problems, it is necessary to simultaneously
reduce the channel and increase the resolution. Considering
this task, [8] introduced sub-pixel convolution (SPC); nev-
ertheless, it is impossible for high-magnification conversion
to reduce the amount of computation, as indicated in the
experimental results in Section 4.

The main contribution of this study is the proposal of a
new method for reducing the amount of computation in the
decoder part of a lightweight depth-estimation network, while
maintaining a similar level of accuracy of the estimated depth.
First, we propose a new depth-estimation network structure
that is known as the cocktail glass network (CGN), having
reduced convolution layers in the decoder. Second, we pro-
pose a novel method for implementing a fast upsampling
block in this network structure, which is known as channel-
to-space unrolling (CSR), directly converting low-resolution
data with thick channels into high-resolution data with thin
channels. The CSR method increases the resolution as if the
thick channel data are spread in the horizontal and vertical
axes separately, and the two results are fused. This indicates
that the CSR outputs Cout×kH×kW data from Cin×H×W
input data in a layer (k > 2,Cin ≈ k × Cout < k2 ×
Cout ). The contributions of this study are summarized as
follows.
• A new depth-estimation network structure (CGN) to
reduce the number of convolution layers in the decoder
part of a MDE network has been proposed.

• A new upsampling method (CSR) to generates
high-resolution data with thin channels from low-
resolution data with thick channels has been proposed.

II. RELATED WORK
The existing studies in supervisedMDEfield are summarized
below. In this field of study, ground truth depth data, which
are measured using various depth sensors such as LiDAR
or RGB-D cameras, are used. Saxena et al. [9] proposed
a learning-based method for estimating depth from visual
cues using a Markov random field. Eigen and Fergus [10]
proposed a multiscale convolutional architecture, where the
initial depth was first estimated, and then, progressively
refined. Their method was the first learning-based method
to estimate depth without any handcrafted image features.
Fu et al. [11] considered the regression problem of continuous
depth-estimation as a decision problem for quantized depth
candidates. Recently, Ranftl proposed MiDaS [12], which is
amethod of training the depth-estimation networks bymixing
various types of training data and has demonstrated good
performance.

However, this study aims to increase the computational
speed, while maintaining a level of accuracy similar to that
of existing technology. Therefore, we focus on increasing
the computational efficiency, rather than trying to maximize
the accuracy of depth-estimation. Regarding the problem of

FIGURE 1. Aim of fast upsampling and a previous method, (a) aim of fast
upsampling, (b) pixel-shuffling operation in SPC [13] for 2×
magnification, and (c) for 4× magnification.

increasing the efficiency of the network, there have been
recent studies, such as GhostNet [4], FbNet [5], and Efficient-
Net [6]. Although these studies do not limit the structure of
the network, they do not consider the characteristics of the
decoder in a UNet-style network that expands the resolution,
while reducing the channel’s thickness from the extracted
deep features. Therefore, even if the network operation effi-
ciency is sufficiently high in the encoder, there is still room
for improvement in the process of expanding the thick chan-
nel and low-resolution deep features to the output image size
in the decoder.

Wofk et al. [14] proposed a very fast depth-estimation
network for real-time inference on an embedded system.
They used a general UNet-style encoder/decoder network
structure and NetAdapt [15] pruning with a compiling
method specialized for the TX2 board. MobileNet V1 [3] was
used as the encoder. The decoder part of their network com-
prised repetitively connected layers that doubled the resolu-
tion using the nearest neighbor interpolation after performing
a 2D convolution comprising depthwise and pointwise con-
volutions [3]. The network they proposed is not superior to
that of existing studies in terms of accuracy; nonetheless, it is
suitable for use in a mobile environment because it exhibits a
faster speed. Therefore, we used their network as a basis for
our proposed method. Hereinafter, we refer to the network
structure by Wofk et al. [14] as FastDepth.

To reduce the number of layers in the decoder of the
FastDepth, we must convert the low-resolution data with a
thick channel into high-resolution data with a thin channel in
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a layer, without degrading the accuracy of the final output.
In this study, a layer refers to the combined operations of
depthwise and pointwise convolutions, normalization oper-
ation, and nonlinear activation function. We refer to this
task (Fig. 1-(a)) as a fast upsampling problem, and the SPC
that was proposed by Shi et al. [8] in the super-resolution
(SR) field can be used to solve this problem. The process
of SPC first expands the channel using 2D convolution,
and moves each element at a certain interval in the channel
axis to a fixed position in the image plane (pixel-shuffling
operation, Fig. 1-(b), (c)). The SPC is similar to the CSR
proposed in this study because it converts the thick channel
data into high-resolution data. However, if we apply the SPC
to high-magnification tasks, as shown in Fig. 1-(c), the input
channel of this fast upsampling module should be k2 × Cout .
In the deep layer of a typical UNet-style network, the channel
width is approximately proportional to ratio, k , at which the
resolution decreases, and is rarely proportional to k2. There-
fore, to use these types of fast upsampling, a convolution
is required to increase the channel to approximately k2 ×
Cout before the channel-to-space-mapping operation. This
increases the amount of computation and memory. In con-
trast, the CSR requires a convolution whose output channel
size is k×Cout before the unrolling operation; hence, the com-
putational amount is reduced.

Recently, Guizilini et al. [13] proposed 3D packing/
unpacking methods that used an additional dimension in the
feature data and 3D convolution for data conversion between
the channel and space (resolution). Unpacking is similar to
the SPC [8] in terms of relocations between channels and
image planes; nevertheless, it generates high-resolution infor-
mation using 3D convolution. Contrary to the SPC, unpack-
ing can be used for highmagnification (channel reduction and
resolution increase) in one operation. However, as confirmed
by the experimental results in Section 4, the proposed CSR
is superior to unpacking in terms of accuracy, with fewer
computations.

III. METHODOLOGY
In this section, we first describe the structure of the proposed
depth-estimation network using a fast upsampling block in
the decoder. Subsequently, we explain the details of the pro-
posed CSR for implementing a fast upsampling block.

A. NETWORK STRUCTURE
Wofk et al. [14] used a UNet-style encoder/decoder structure
with skip-connections to implement a depth-estimation net-
work. Fig. 2-(a) shows an example of this network structure.
The yellow and blue boxes represent the convolution layers in
the encoder and decoder, respectively. This structure is gen-
erally used in depth-estimation networks. Because its shape
resembles an hourglass, these types of networks are known
as hourglass networks, and are mainly used in the field of
human pose estimation [16]. Fig. 2-(b) shows the network
structure wherein the convolution layers in the decoder are

FIGURE 2. Depth-estimation network with/without a fast upsampling
block: (a) Previous depth-estimation network with a UNet
encoder/decoder structure; (b) proposed network structure with a fast
upsampling block to reduce the number of convolution layers in the
decoder.

reduced, because the fast upsampling block replaces several
convolution layers. The fast upsampling block must simulta-
neously perform a high-magnification increase in resolution
and channel reduction, and the accuracy of the final output
depth-map-estimation should not be reduced. As a method
for implementing a fast upsampling block that satisfies these
conditions, we propose the CSR method. Its specific process
will be described in the Section 3-B. The network that is
shown in Fig. 2-(b) is characterized by the connection of the
convolution layers in the decoder being considerably shorter
than those in the encoder, and the resolution of the data
increases rapidly in the decoder. In such a network struc-
ture, it is necessary to additionally consider how to utilize
the skip-connection (Skips 2 and 3 in Fig. 2-(a)) that is
connected to the intermediate layers in the existing network
structure. Considering Skip 2, which is close to the output
resolution of the fast upsampling module, the channel width
is reduced to one quarter, and the resolution is doubled via
the pixel-shuffling operation, as demonstrated in Fig. 1-(b).
Regarding Skip 3, a similar method as in Fig. 1-(c) can be
applied; however, we discarded it to reduce the amount of
computation.Modified Skip 2 is concatenated to the output of
fast upsampling with Skip 1, and transmitted to the next layer.
Because the shape of the proposed network in Fig. 2-(b) is
similar to the appearance of a cocktail glass lying on its side,
we call this network a CGN.

The belief that the accuracy of the final output will
not deteriorate significantly, even if the layer is shortened
in the decoder, is based on recent research achievements
in the SR field. SR is a technology that generates a
high-resolution image using complex inference processing
from a low-resolution input image. In the configuration
of the SR network, for the first time, Dong et al. [17]
showed that increasing the resolution in the last step, after
sufficiently repeating the convolution in the low-resolution
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image, reduced the amount of computation, and obtained
excellent results. Various SR networks—such as Zhang’s
RCAN(Residual Channel Attention Networks) [18], which
has shown excellent performance thus far and Wang’s
ESRGAN(Enhanced Super-Resolution Generative Adversar-
ial Networks) [19], which uses adversarial loss in SR—follow
this framework. Therefore, in the depth-estimation network,
if an efficient fast upsampling block is configured and
skip-connection data of intermediate resolution are properly
connected, an output of similar accuracy will be achievable,
even if the number of layers in the decoder is drastically
reduced.

B. CSR
Fig. 3 illustrates the proposed fast upsampling method.
We term the feature data that have channel, row, and
column axes as tensors, x ∈ RCin×H×W . In the first
step, two convolutions, convh and convv are applied to
the input tensor, x. To prepare the channel-to-row and
channel-to-column unrolling operations, these two convolu-
tions change the information on the channel axis, and output
xh, xv ∈ RkCout×H×W . From these two tensors, the channel
axis is partially converted to the horizontal or vertical axis
using the unrolling operation, and xuh ∈ RCout×H×kW and
xuv ∈ RCout×kH×W are generated. The unrolling operations,
which are shown in Figs. 3, can be implemented using simple
reshaping and permutation operations. These two tensors,
xuh and xuv, are extended again using linear interpolation
(nearest neighbor) in the remaining axis, and xlv,uh, xlh,uv ∈
RCout×kH×kW are generated. To obtain the final result ratio-
nally unrolled in both the horizontal and vertical direc-
tions, we must multiply xlv,uh, xlh,uv. However, to enable
back-propagation with deep neural network libraries, such as
PyTorch or TensorFlow, the results of the branched network
must not be multiplied by one another. We assume that the
current tensors, xlv,uh, xlh,uv, are the feature data of the log
value of the estimated depth. Therefore, xsum is computed
by adding xlv,uh, xlh,uv first; then, a thresholded exponential
function is applied to xsum (g is a threshold function for
stabilizing the CSR output). Consequently, the final tensor,
xCSR, is equal to the product of the two tensors compris-
ing depth features calculated by the horizontal and vertical
unrolling and additional interpolation. Through this process,
the original channel, kCout , is reduced to Cout ; simultane-
ously, the spatial resolution is increased by k in the row and
column axes.

The CSR process can be described using the following
equations. Equation (1) describes the process of unrolling
operations at the single-element level. The channel informa-
tion is partially rearranged into a row or column axis. In (1),
i, r, c are the coordinates on the channel, row, and column
axes, respectively, and k is the magnification ratio. xhi,r,c and
xvi,r,c are the elements of the output tensor of convh and convv,
respectively, in Fig. 3. xuhi,r,c and x

uv
i,r,c are the elements in the

enlarged tensor after channel-to-row and channel-to-column

unrolling operations. In (2), flinv is a linear interpolation that
inserts (k-1) intermediate values between xuhi,r,c and x

uh
i,r+1,c,

and flinh inserts values between x
uv
i,r,c and x

uv
i,r,c+1. In (3), g (x)

is the threshold function used to limit the output value from
the exponential function, and (4) shows that the modified
ReLU(Rectified Linear Unit) operation can be used to imple-
ment this function. xCSR in (3) is the final result of the CSR
block.

xuhi,r,kc+j = xhki+j,r,c
xuvi,kr+j,c = xvki+j,r,c

(j = 0, 1, . . . , k − 1) (1)

xsum = xlv,uh + xlh,uv

= flinv
(
xuh

)
+ flinh

(
xuv

)
(2)

xCSR = eg(x
sum) (3)

g (x) = 1− ReLU (1− x) (4)

As explained above, tensor x is considered as the log value
of the target feature, y, to calculate the depth; the final xCSR

can be interpreted as

xi,r,c = log
(
yi,r,c

)
xsum = log

(
ylv,uh

)
+ log

(
ylh,uv

)
xCSR = eg

(
log

(
ylv,uhylh,uv

))
≈ ylv,uhylh,uv (5)

SPC [8] and unpacking [13] are partially similar to
the CSR because they also use the conversion between
the channel and spatial plane. Although both are based
on the fixed one-dimensional (1D) to 2D relocating rule
(Fig. 1-(b) and (c)), CSR generates extended data in a 2D
plane by separately converting the channel information to
the horizontal and vertical axes, and conceptually multiplying
them. The effect of this principal difference can be confirmed
by the difference in accuracy, as discussed in Section 4.

Considering the amount of computation and parameters,
we compare CSR to the previous network structure compris-
ing multiple layers with progressively increasing resolution.
Table 1 shows the theoretical number of parameters and
computations in the CSR module of the proposed network
and the corresponding layers of the previous network. Table 1
does not show all the layers in the decoder part; only the CSR
layer (module) in the proposedmethod and the corresponding
layers in the previous network are represented. The actual
decoder includes more layers. The amount of computations
and parameters whenMobileNet V2 is selected as the encoder
are as follows. The decoder part uses the inverse bottleneck
structure, and the hyperparameters in Table 1 are selected
as (B1, B2, B3, B4) = (96, 32, 24, 16), (C2, C3, C4) =
(512, 256, 128), CCSR = 256. In this case, the number of
parameters is 107,392, and the amount of computation is
1,150*HW with the existing method (Layers 2, 3, and 4).
With the CSR, the number of parameters is 127,488, and
the amount of computation is 498*HW. Notably, although
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FIGURE 3. CSR process: A novel method for implementing the fast upsampling block in Fig. 2-(b). Input is a tensor, x ∈ RCin×H×W and convh and convv
are convolution operations which are pre-processings for horizontal, vertical unrolling operations. xCSR ∈ RCout×kH×kW is the output tensor of this CSR
process.

TABLE 1. Parameters and computations included in the CSR module of Proposed2, and the corresponding layers (Layers 2, 3, and 4) of FastDepth2.
Ci represents the channel of convolution of the i-th layer, and Bi indicates the output channel (bottleneck width of MobileNet V2) of the same layer. pw is
the pointwise convolution, and dw is the depthwise convolution.

the number of parameters increased when the proposed CSR
was used, the computational amount decreased by less than
half. This phenomenon occurs because, as shown in Fig. 3,
the CSR performs convolution only in the thick channel and
low-resolution stages; therefore, the number of computations
per parameter is lower than that of the previous method.
In Section 4, the theoretical prediction of the amount of com-
putation is confirmed by measuring the flops and parameters
in the experimental results.

IV. EXPERIMENTS
A. IMPLEMENTATIONS DETAILS
We implemented the proposed method using PyTorch [23].
Regarding the training, we used SGD as an optimizer, with a

momentum of 0.9 and a weight decay of 0.0001. The learning
rate was scheduled via exponential decay from the initial
value of 0.1, with a decay factor of p = 0.2 for every 5 epochs.
We tested MobileNet V1 [3] and MobileNet V2 [20] as
lightweight models as well as ResNet50, ResNet152 [1], and
DenseNet161 [2] as heavy-weight models in the encoder part.
This confirms that the proposed method is not significantly
affected by the capacity of the backbone network model. As a
dataset for learning and evaluation, the NYU V2 dataset was
used as the indoor image set, and KITTI was used as the out-
door image set. Regarding the loss, the proposedmethods and
other networks implemented for comparison were trained to
minimize the combined loss of L1 and SSIM(Structural Sim-
ilarity Index Map) [24] loss (6). We used NVIDIA Titan V
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TABLE 2. Experimental results obtained using MobileNet V1 [3] and MobileNet V2 [20] as backbone (encoder) networks on the NYU Depth V2 dataset.
The flops and parameters represent the amount measured only in the decoder. A higher value is better for δ < 1.25, δ < 1.252, and δ < 1.253, whereas a
lower value is better for AbsRel and RMSE.

TABLE 3. Experimental results on the NYU Depth V2 dataset. Proposed3, 4, and 5 are CGNs with CSR using various heavy models (ResNet50,
ResNet152 [1], and DenseNet161 [2]) as backbone (encoder) networks, where the flops and parameters represent the amount measured only in the
decoder.

TABLE 4. Experimental results on the KITTI dataset. Proposed2, 3, and 4 are CGNs with CSR using MobileNet V1 [3], ResNet50, and ResNet152 [1] as
backbone (encoder) networks. The flops and parameters represent the amount measured only in the decoder.

for the training and testing, and the precision was maintained
at a 32-bit floating point.

loss = lossL1 + 0.4× lossSSIM (6)

B. NYU DEPTH V2 DATASET
We trained our network and evaluated its accuracy on the
NYU V2 dataset [25] with an official train/test split. For
the training, the total number of epochs was set to 30, with
a batch size of 128. First, we used the pre-trained models
of MobileNet V1 [3] and V2 [20] as encoders, and com-
pared the depth-estimation results with the proposed and
FastDepth networks (skip-add version before pruning) when
the input image was resized to 224 × 224. Table 2 lists
the quantitative errors, computation amounts, and param-
eters. ‘‘Proposed1’’ and ‘‘Proposed2’’ in Table 2 are the
depth-estimation networks, whose structures are the same
as those in Fig. 2-(b). MobileNet V1 and V2 were used as
encoders, and CSR was used as a fast upsampling block.
The number of flops and parameters indicate the amount
measured only in the decoder. Considering the accuracy,
Proposed1 is similar to FastDepth1; however, Proposed2 is
better than FastDepth2. Comparing the flops in the decoder
parts, Proposed1 and Proposed2 were only 59% and 55%
of FastDepth1 and FastDepth2, respectively. Considering
the parameters, Proposed1 and Proposed2 was 97% and

141% of FastDepth1 and FastDepth2, respectively. When
using the CSR, the flops are reduced by half; neverthe-
less, the parameter is similar (Proposed1) or even increased
(Proposed2). This experimental result is consistent with the
prediction in III-B above, demonstrating that the flops can
be decreased even with more parameters in the proposed
method.

Fig. 4 shows the depth-estimation resulting images of the
networks using the MobileNet V2 encoder. The red-dotted
ellipse indicates a scenario where the depth-estimation error
occurs partially in FastDepth2, and Proposed2 exhibits bet-
ter results. In conclusion, the proposed method reduced the
amount of computation (flops) in the decoder by more than
40%, maintaining a similar or better accuracy in a lightweight
depth-estimation network.

In our network, we also used ResNet50, ResNet152 [1],
and DenseNet161 [2] as encoders, instead of MobileNet.
This experiment aims to determine whether the proposed
CGN structure and CSR operate normally in a scenario
where a large-capacity model is used as a backbone model.
Therefore, we connected the decoder in Proposed1 to
ResNet50, ResNet152, and DenseNet161 with minimal
modifications, although our decoder aimed for a sce-
nario where a lightweight model, such as MobileNet, was
used as an encoder. Table 3 presents the results of these
experiments. ‘‘Proposed3’’ (‘‘Proposed4’’ and ‘‘Proposed5’’)
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FIGURE 4. Depth-estimation results of FastDepth [14] (baseline) and
proposed methods using MobileNetV2 encoders on the NYU Depth
V2 dataset. Each method corresponds to the same name in Table 2. The
color values of each result are individually scaled.

in Table 3 was a network similar to Proposed1 (or
Proposed2) in Table 2, with only the encoder being replaced
with ResNet50 (ResNet152 and DenseNet161) and the
data size of each layer being adjusted. ‘‘UNetResNet50’’
(‘‘UNetResNet152’’) was a network created by combin-
ing the ResNet50 (ResNet152) encoder and the partially
modified version of the FastDepth decoder for a direct
comparison with the proposed method. When the CGN struc-
ture with the CSR was used (Proposed3 and Proposed4),
accuracy was maintained at a level similar (or even better)
to that of the general UNet structure (UNetResNet50 and
UNetResNet152); meanwhile, the computational amount was
reduced to approximately 60%. Finally, the DenseNet161 [2]
encoder was used in Proposed5 (input images are resized to
640×480), and the flops and parameters in the decoder were
lower than those in Proposed3 and 4;meanwhile, the accuracy
was similar to each other. Fig. 5 shows the depth-estimation
resulting images of Proposed5, and confirms that the depth
map is clearly estimated.

C. KITTI DATASET
We provide the experimental results of the proposed method
on the KITTI dataset. This experiment aims to confirm that
the proposed CGN structure and CSR function normally,
even for outdoor images such as the KITTI dataset. For
the training, the total number of epochs was set to 20, and
the batch size was set to 24. The input image was resized
to 192 × 640 pixels. Table. 4 shows the quantitative per-
formance of the proposed networks on the KITTI dataset.

FIGURE 5. Depth-estimation results of Proposed5 with
DenseNet161 encoder (backbone). This is the result of the experiment of
attaching the decoder part of the lightweight network to the
DenseNet161 encoder. The input images are 640× 480, and the color
values of each result are scaled individually.

FastDepth2 and Proposed2 are same networks as those
in Table. 2, and UNetResNet50, UNetResNet152, Proposed3,
and Proposed4 are same networks as those in Table. 3.
Regardless of whether the backbone network (encoder) was
a lightweight or heavy-weight model, when the proposed
method was used, the computational amount (flops) in the
decoder was reduced to approximately 60%, and the accu-
racy was found to be better than that of the UNet structure
network (FastDepth2, UNetResNet50, and UNetResNet152),
which were implemented for comparisons. Fig. 6 shows
the results of the proposed (Proposed2 and Proposed4)
and previous methods (FastDepth2 and UneResNet152).
We show only the resulting images with MobileNet V2 and
ResNet152 encoders because our purpose is to show a con-
sistent effect of the proposed method with a lightweight or
heavy-weight network encoder. In Fig. 6, the upper area of the
image, without the GT information, shows that the previous
methods tend to generate black holes; however, the proposed
method generates a relatively better result in this area. From
this, It seems that the inference ability learned in the region
where GT exists works better in the region without GT (the
upper area of the images) when the proposed CSR is used.
From this, we can guess that the function of CSR to directly
derive high-resolution data from deep layer data improves the
spatial consistency of depth inference.

D. COMPARISON WITH PREVIOUS UPSAMPLING
Table 5 shows the results of using various methods in the
fast upsampling block in the network structure of Fig. 2-(b).
We used no inner-skip-connection in each fast upsampling
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FIGURE 6. Depth-estimation results on the KITTI dataset using MobileNet V2 [1] and ResNet152 [1] as backbone (encoder) networks.

TABLE 5. Experimental results of various fast upsampling method (no-skip-connection in each upsampling process), on the NYU Depth V2 dataset using
MobileNet V2 [20] as a backbone network. The flops and parameters represent the amount measured only in the decoder. Bilinear: bilinear interpolation,
SPC (Seq): SPC [8] with sequential 2× operations, SPC (OneShot): SPC with 8× operation, Unpack (Seq): Unpacking operation [13] with sequential 2×
operations, Unpack (OneShot): Unpacking operation with 8× operation.

block to compare only the effect of each fast upsampling
method. Fig. 7 shows the resulting images of each method
in Table 5. ‘‘SPC(Seq)’’ was the method used by Shi et al. [8]
in their GitHub code, and expanded the resolution eight times
by repeating the 2× expansion operation three times, while
maintaining the number of channels before and after the
calculation. ‘‘SPC(OneShot)’’ was a method that enlarged
eight times at a time, and reduced the number of channels to
1/64. SPC(OneShot) and ‘‘Unpack(OneShot)’’ are methods
that were previously used for expanding the resolution eight
times in the spatial plane, reducing the channel in a layer.

These methods were similar to the concept that is shown
in Fig. 1-(c). Regarding the accuracy, SPC(Seq) was the most
accurate; however, the computation amount was significant.
‘‘Bilinear’’ had the best computational and parameter quanti-
ties, and its accuracy was not poor. Nonetheless, some serious
errors were observed (red-dotted circles in Fig. 7-Bilinear)
when the resulting images were compared using the naked
eye. The CSR was excellent in terms of both accuracy and
amount of computation; it had the highest accuracy in terms
of δ < 1.25, δ < 1.252, and δ < 1.253 and the second lowest
flops and parameters after bilinear.
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FIGURE 7. Depth-estimation results on the NYU V2 dataset using various fast upsampling methods and no-skip-connection in each
fast upsampling method. The color values of each result are individually scaled.

V. CONCLUSION
In this study, we propose a modified UNet-style depth-
estimation network, which is known as CGN, and a novel
fast upsampling method, which is referred to as CSR. The
structural modification in CGN focuses on reducing the num-
ber of convolution layers in the decoder. CGN uses a fast
upsampling block which outputs high-resolution data with a
thin channel from spatially low-resolution data with a thick
channel. We also propose a novel fast upsampling block,
CSR which unrolls the information in the thick channel in
the spatially horizontal and vertical axes separately and fuses
the two results. When the proposed CSR is used as the fast
upsampling block in CGN, the amount of computation in
the decoder part is reduced by half while maintaining the

inference accuracy similarly, compared to the case using the
existing methods (SPC [8] and unpacking [13]). In this study,
the proposed CGN structure and CSR are applied to only
the depth-estimation problem; however, it can be applied to
other problems such as segmentation problems, where similar
network structures are used.
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