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Abstract
Image dehazing methods can restore clean images from hazy images and are popularly used as a preprocessing step to 
improve performance in various image analysis tasks. In recent times, deep learning-based methods have been used to 
sharply increase the visual quality of restored images, but they require a long computation time. The processing time of 
image-dehazing methods is one of the important factors to be considered in order not to affect the latency of the main image 
analysis tasks such as detection and segmentation. We propose an end-to-end network model for real-time image dehazing. 
We devised a zoomed convolution group that processes computation-intensive operations with low resolution to decrease 
the processing time of the network model without performance degradation. Additionally, the zoomed convolution group 
adopts an efficient channel attention module to improve the performance of the network model. Thus, we designed a net-
work model using a zoomed convolution group to progressively recover haze-free images using a coarse-to-fine strategy. 
By adjusting the sampling ratio and the number of convolution blocks that make up the convolution group, we distributed 
small and large computational complexities respectively in the early and later operational stages. The experimental results 
with the proposed method on a public dataset showed a real-time performance comparable to that of another state-of-the-art 
(SOTA) method. The proposed network’s peak-signal-to-noise ratio was 0.8 dB lower than that of the SOTA method, but 
the processing speed was 10.4 times faster.

Keywords  Single-image dehazing · Lightweight dehazing networks · Image restoration · End-to-end learning · 
Convolutional neural networks

1  Introduction

The goal of image dehazing is to restore an unknown clean 
image from a source image whose quality is degraded by 
haze [1], as shown in Fig. 1. Image dehazing methods can 
lead to performance gain in several image analysis tasks 
including object detection and scene segmentation because 

they can enhance the image quality in the preprocessing 
step before the main image analysis tasks are conducted 
[2]. Therefore, many studies on image dehazing have been 
conducted to enhance the visual quality of degraded images.

Previous studies on image dehazing can be classified 
into prior-knowledge-based and deep learning-based meth-
ods [3]. Prior-knowledge-based methods rely on domain 
knowledge, such as dark channel priors (DCP) [4], which 
suffer from generalization because prior information can-
not cover all cases [5]. Because deep learning can auto-
matically find representative features from huge amounts 
of data, methods using deep learning outperform traditional 
methods in various image analysis tasks [6–10]. Therefore, 
many studies [2, 5, 11–15] using deep learning approaches 
have been conducted to improve the performance of image 
dehazing. Single image dehazing methods using deep neural 
networks (DNNs) increase performance with regard to the 
peak signal-to-noise ratio (PSNR) and structural similarity 
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index measure (SSIM), but they require high computational 
complexity and computation time [14].

Recently, situational awareness methods based on image 
analysis have become widely used in unmanned aerial vehi-
cles (UAVs) [16], advanced driver-assistance systems [17], 
and pedestrian navigation assistance systems [18], and haze 
can substantially decrease the performance of these meth-
ods. Furthermore, the latency of these methods is important 
to quickly recognize and respond to various situations. Given 
that dehazing operations are typically used as preprocessing 
steps for these methods, the dehazing processing time is an 
important factor that can affect the latency of the situational 
awareness methods.

A few studies [17, 19–22] have been conducted to 
decrease the latency of dehazing methods. Methods to 
increase the processing speed of a dehazing algorithm were 
proposed by replacing complex operations in the DCP algo-
rithm with low-complexity operations. In addition, methods 
that utilize device properties, such as digital signal proces-
sors (DSPs) [19] or mobile devices [22], have been proposed 
to reduce the latency of dehazing algorithms. However, these 
methods mainly focus on the DCP algorithm, which is a 
representative prior-knowledge-based method, and have lim-
ited dehazing performance with regard to PSNR and SSIM. 
A recent study [23] also pointed out that when the perfor-
mance of the dehazing method is low, the performance of 
object detection, which is one of the major image analysis 
tasks, does not improve. Few studies [20, 24] on lightweight 
dehazing networks have been conducted to speed up deep 
learning-based methods, but they did not use an end-to-end 
approach that directly generates a clean image from a source 
image. Recent end-to-end learning approaches [2, 13–15] 
for single-image dehazing have shown superior performance 
compared to approaches that only partially adopt deep learn-
ing networks [5, 11] for single-image haze removal.

Therefore, in this study, we propose an end-to-end net-
work method for real-time haze removal. Because convo-
lutional neural networks (CNNs) have shown the best per-
formance among various neural network architectures for 
single-image haze removal, the proposed method adopts 
a CNN for the end-to-end network. CNNs are generally 

constructed by stacking a convolution group consisting of 
multiple convolution operations, activation functions, and 
residual connections, and convolution groups incur exten-
sive computational costs. To reduce the computation time of 
convolution groups, the proposed method utilizes a zoomed 
convolution group, inspired by zoomed convolution in [7], 
which effectively reduces the processing time of convolu-
tion. Furthermore, the proposed network adopts an efficient 
channel attention method [25] because the attention mecha-
nism can increase network performance without heavy 
computational burden. The experimental results on a public 
dataset confirmed that the proposed end-to-end dehazing 
network can process in real time with a comparable per-
formance to that of a state-of-the-art (SOTA) method. The 
contributions of this study are as follows.

•	 We propose an end-to-end dehazing network that can 
restore haze-free images with high visual quality in real 
time.

•	 To decrease the processing time of the network model 
without degrading the quality of restored images, we 
devise a zoomed convolution group that processes com-
putation-intensive operations with low resolution. Also, 
we adopt efficient channel attention mechanisms that are 
extremely lightweight in comparison with the various 
existing channel attention mechanism.

•	 Finally, we verify that the proposed network can restore 
haze-free images in real time with a performance com-
parable to that of a SOTA method.

The remainder of this paper is structured as follows. Sec-
tion 2 presents related works on single-image haze removal 
and methods to improve the speed of dehazing methods. 
Section 3 describes the proposed network for real-time 
image dehazing, while performance evaluation experi-
ments and results are described in Sect. 4. Finally, Sect. 5 
describes our concluding remarks and indicates further 
research directions.

2 � Related works

A haze is a physical phenomenon associated with atmos-
pheric light scattering produced by smoke, dust, and other 
floating particles [1]. Thus, most dehazing methods use the 
atmospheric scattering model [26] as defined below:

where x denotes the pixel coordinates of an image, and I(x) 
and J(x) denote the hazy image acquired by the camera and 
clear scene radiance, respectively. A denotes the global 
atmospheric light, and t(x) denotes the transmission map 

(1)I(x) = J(x)t(x) + A(1 − t(x))

Fig. 1   Example of image dehazing
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defined by the atmospheric scattering parameter and the dis-
tance between the camera and the object.

Traditional approaches called prior knowledge-based 
methods use various statistical properties observed in 
haze-free images, and one of the representative features 
of haze-free images is the DCP proposed by Hu et al. [4]. 
DCP assumes that there exists a dark channel with very low 
intensity at some pixels in most non-sky patches. Dehazing 
methods using DCP have shown superior performance to 
other prior knowledge-based methods but have high com-
putational complexity.

Therefore, many studies [17, 19–22] have been conducted 
to decrease the computational complexity of the DCP algo-
rithm. Moreover, an empirical study [27] to compare the 
performance of the efficient dehazing methods has been 
conducted. Lu and Dong [19] used a mean filter instead of 
guided filtering or soft matting, which is the most complex 
operation in the DCP algorithm, and then accelerated the 
operation of the mean filter using the features of DSP. Tsai 
et al. [17] substituted a fast guided filter for the soft matting 
method and used them in the sky estimation step. In [21], 
morphological reconstruction was applied to estimate the 
transmission map rapidly. A recent study [20] proposed a 
method for estimating atmospheric light based on a weight-
ing scheme and substituted morphological filtering for the 
soft matting method to reduce the computation time of the 
DCP algorithm. Cimtay [22] proposed a method to increase 
the processing speed of the dehazing method by reusing 
previously calculated atmospheric light information after 
analyzing changes in the orientation of mobile devices. 
Although these methods decrease the processing time of 
the DCP algorithm, DCP has limited dehazing performance 
with regard to PSNR and SSIM.

Due to the success of deep learning in various image anal-
ysis tasks, much research [2, 5, 11–15] has been conducted 
to use deep learning in single image dehazing. Pioneer [5, 
11, 12] introduced CNNs to calculate the transmission map 
and utilized it to restore haze-free images with atmospheric 
light computed using a traditional method. However, these 
methods, which consist of multiple steps, suffer from per-
formance limitations because errors in each step amplify 
the degradation of the visible image quality. To solve this 
problem, end-to-end approaches [2, 13–15] using various 
network architectures have been proposed.

Attention-based multi-scale network, inspired by GridNet 
in [28], was proposed by Liu et al. [14]. Their backbone net-
work consisted of three rows representing different scales, 
and each row had five residual dense blocks. By enabling 
flexible information interchange between the image scales 
and the residual dense blocks using a grid network and atten-
tion module, the visible quality of restored images can be 
increased. Dual residual networks (DuRN) [13] was pro-
posed to solve image restoration tasks, including dehazing. 

DuRN is made by stacking residual blocks that consist of 
dual residual connections that use the promise of paired 
operations, such as convolution with kernels of different 
sizes. They pointed out that a dual residual connection can 
increase the potential interaction between paired operations, 
leading to a performance increase in the image restoration 
tasks. The feature fusion attention network (FFA-Net) [15], 
which is based on a CNN architecture, adopts a novel atten-
tion mechanism that considers both channel features and 
image pixels. FFA-Net composites a convolution group 
compromising several convolutions, skip connections, and 
a feature attention module, and then constructs the dehazing 
network using multiple convolution groups and the feature 
attention module. FFA-Net has shown excellent performance 
in the visual quality of the restored image, but it requires a 
high computational complexity. A dehazing network using 
an encoder-decoder architecture was proposed by Dong et al. 
[2]. They exploited the dense feature fusion module to use 
the information of nonadjacent features and to prevent the 
loss of spatial information, which is one of the issues in 
the encoder-decoder architecture. In addition, they applied 
a boosting strategy to the decoder of the network to progres-
sively refine the feature map. These methods have shown 
a significant performance gain compared with traditional 
methods, and they require high computational complexity 
and computation time. Considering that image dehazing is 
adopted as a preprocessing step for image analysis tasks, 
studies on lightweight dehazing networks are necessary.

Recently, studies [20, 24] have been conducted to speed 
up the CNNs used to calculate the transmission map. In 
[20], a fully convolutional network that replaces dense lay-
ers with convolution layers was used. Furthermore, a light-
weight CNN architecture [24] consisting of a few layers was 
proposed for fast transmission map estimation. However, 
a study on accelerating the dehazing network for an end-
to-end approach is required because end-to-end learning 
approaches have superior performance.

3 � Proposed method

The proposed end-to-end image-dehazing network is 
designed based on the CNN architecture [15], which has 
shown superior performance among neural networks. How-
ever, we modified its CNN structure to decrease the compu-
tational complexity for real-time image-dehazing, which is 
the main goal of our study. As illustrated in Fig. 2, the pro-
posed network comprises three parts: preprocessing, post-
processing, and a backbone network. The preprocessing part 
is used to provide valuable image enhancement compared 
to manually designed methods and consists of convolution 
layers. The postprocessing part also consists of convolution 
layers and is used to reduce artifacts to enhance the quality 
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of restored images. In the backbone network, we propose 
a zoomed convolution group to effectively decrease the 
computational complexity of the network layers and exploit 
skip connections to effectively convey the information of 
the earlier layers to the later layers. As shown in Fig. 2, we 
used three zoomed convolution groups, G1 , G2 , and G3 , with 
different sampling ratios for the zoomed operation and dif-
ferent numbers of layers. The output feature maps of each 
zoomed convolution group were concatenated and passed 
onto the network’s efficient channel attention mechanism, 
which was adopted to reduce the computational complexity, 
without loss of performance.

Many variants of standard convolution exist, depending 
on the purpose of the network models. For example, group 
convolution [29] can decrease the number of parameters by 
half compared to standard convolution. Dilated convolu-
tion [30] focuses on enlarging receptive fields; therefore, 
it is popularly used in dense prediction tasks. However, the 
latency of network models is determined by complex factors 
such as the number of parameters and the computational 
complexity [7].

Therefore, we focus on variants of standard convolution 
that are specifically for reducing the latency of network 
models. Zoomed convolution was introduced in [7]. First, 
it downsamples the input feature map and then processes 
the convolution on a low-resolution feature map. Finally, 
the output feature map is upsampled to the resolution of 
the input map. Considering that the processing time of the 
convolution operations is tightly coupled with the resolution 
of the feature map, zoomed convolution effectively reduces 
latency by processing the convolution on a small feature 
map. In comparison with a standard convolution with kernel 
size 3 × 3, zoomed convolution can reduce the processing 
time of operations by 40% and has twice the receptive field 
[7].

Inspired by a zoomed convolution study in [7], we pro-
pose a zoomed convolution group to reduce the latency 
of the network model, without visual quality degradation 
of restored images. As illustrated in Fig. 3, the proposed 

zoomed convolution group comprises multiple convolution 
blocks, an additional convolutional layer, a downsampling 
layer, and an upsampling layer. The convolution block con-
sists of a stacked neural network that includes two convolu-
tion layers, an activation layer, an attention layer, and a skip 
connection. Bilinear interpolation was used for downsam-
pling and upsampling of the feature maps, and the sampling 
ratio ( Zs ) was varied by the convolution group. G1 , G2 , and 
G3 have 11, 13, and 17 convolution blocks, respectively. Fur-
thermore, they have a sampling ratio of two, four, and four 
for the zoomed operation, respectively. Similar to zoomed 
convolution, the processing time of the convolution group 
can be effectively reduced by performing various operations 
at a low resolution. In addition, the zoomed convolution 
group has a significant gain in processing speed because it 
performs upsampling and downsampling only once for many 
convolution blocks.

The attention mechanism can increase the performance of 
a network without a high amount of computational burdens; 
therefore, many attention modules including efficient chan-
nel attention (ECA) [25], squeeze-and-excitation networks 
(SENets) [31], and convolutional block attention modules 

Fig. 2   Overview of the proposed method for real-time dehazing

Fig. 3   Structure of zoomed convolution group
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(CBAMs) [32] have been proposed and widely used in vari-
ous networks. Among the conventional attention modules, 
ECA provides a lightweight method to learn effective chan-
nel attention through global average pooling (GAP) and fast 
1D convolution. Therefore, we adopted the ECA module for 
the convolutional block that performs the attention mod-
ule multiple times. Given a feature map � ∈ R

W×H×C , ECA 
module first performs GAP, defined as follows:

where C denotes the number of filters or channel dimen-
sions and W and H are the width and height of the feature 
map, respectively. Channel attention �

�
 is obtained as fol-

lows [25]:

where � represents sigmoid function, C1D represents the 
fast 1D convolution, and k is the kernel size for the fast 1D 
convolution.

Since previous models [15] consisted of convolution 
groups with the same number of convolution blocks regard-
less of their position, there exist redundant operations. 
Thus, the structures of the convolution groups needed to be 
adjusted to decrease the latency of the dehazing network. 
Similar to the decoder in the encoder-decoder architecture 
[2], we designed a network model to progressively recover 
the haze-free images using a coarse-to-fine strategy. There-
fore, we reduced the number of convolution blocks of the 
convolution group in the early stage and increased it toward 
a later stage. Additionally, we set the sampling ratio to two 
in the first zoomed convolution group and four in the other 
zoomed convolution groups. The proposed network can 
reduce the latency of the network by efficiently distributing 
computational complexity using a coarse-to-fine strategy.

The output of each zoomed convolution group is con-
catenated into a feature map using weights calculated from 
channel attention. In addition, pixel attention proposed by 
[15] is executed on the concatenated feature map because 
the haze is non-uniformly distributed on the image pixels. 
By adopting a pixel attention module, the proposed dehazing 
network adaptively learns the informative features of image 
pixels. Given the concatenated feature map F, pixel attention 
�

�
 is calculated using the following equation [15]:

where � and � denote the ReLU activation function and 
sigmoid function, respectively, and C2D represents the 2D 
convolution.

The output feature map of the pixel attention mod-
ule passes through two convolution layers in what is a 

(2)G(�) =
1

W × H

H
∑

i=1

W
∑

j=1

�i,j ,

(3)�
�
= �(C1Dk(G(�))) ,

(4)�
�
= �(C2D(�(C2D(F)))),

postprocessing step. Then, a haze-free image is restored by 
summing the elements of the input image and the result of 
the postprocessing step. Residual learning can also help to 
improve the performance of network models by effectively 
conveying the information of shallow layers to deep layers 
[6]. Therefore, skip connections for residual learning are 
also used in convolution blocks, convolution groups, and 
entire networks.

4 � Experimental results

The proposed dehazing network was compared with SOTA 
methods on a public dataset. For the experiments, the 
proposed network consisted of three zoomed convolution 
groups with 11, 13, and 17 convolutional blocks, respec-
tively. The sampling ratio of the first zoomed convolution 
group was set to 2 and that of the others to 4. All convolution 
layers used a 3 × 3 kernel, and the channel dimensions of all 
convolution layers was set to 64. The kernel size of the 1D 
convolution, which is used in the ECA module, was set to 3.

The input size of the network was set to 240 × 240, as 
in existing methods. We used the adaptive moment estima-
tion (ADAM) optimizer [33] and cosine annealing strategy 
[34]. The parameters of the optimizer, �1 and �2 , were set to 
default values of 0.9 and 0.999, and the initial learning rate 
was set to 0.0001. The proposed network was trained dur-
ing 5 ×105 steps, and the learning rate was scheduled using 
the cosine annealing strategy every 5000 steps. A previous 
study [35] pointed out that the training of a dehazing net-
work using L1 loss has a superior performance to that using 
L2 loss. Therefore, we used the L1 loss for model training. 
The batch size was set to 4 for model training, and 1 for the 
inference step.

To train the network model and test its dehazing perfor-
mance, we used the RESIDE dataset [36], which is popularly 
used in the dehazing field. Images of the RESIDE dataset 
were generated by synthesizing images using an atmospheric 
scattering model and depth map of the images. We used the 
indoor training set of the RESIDE dataset for model training 
and the indoor images of the synthetic objective testing set 
(SOTS), which is a subset of the RESIDE dataset for perfor-
mance evaluation. The number of training and test images 
was 13,990 and 500, respectively, and the resolution of the 
images was 620 × 460.

The proposed method and SOTA methods were imple-
mented using PyTorch v1.7, and the pretrained models pro-
vided by the authors of each method were used in the experi-
ment. All experiments were conducted on a PC equipped 
with an Intel Xeon W-2295 CPU, 384 GB system mem-
ory, RTX 3090 GPU, and Ubuntu 20.04 operating system. 
The versions of CUDA and cuDNN were v11.0 and v8.0, 
respectively.
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4.1 � Quantitative evaluation

We evaluated the proposed and SOTA methods using 
PNSR and SSIM, which are full reference metrics. In 
addition, two no-reference metrics such as blind image 
integrity notator using DCT-statics (BLIINDS-II) [37] and 
spatial-spectral entropy-based quality (SSEQ) [38] were 
used.

To compare performance, we used four end-to-end 
dehazing networks: MSBDN [2], GDN [28], DuRN [13], 
FFA-Net [15] and DCP [4] which is a representative prior-
knowledge-based method. In addition, we used two deep 
learning-based methods, AOD-Net [11] and DehazeNet 
[12], which partially adopted DNNs for single-image 
dehazing.

Table 1 summarizes the quantitative evaluation results 
of the proposed method and SOTA methods. As shown 
in Table 1, the end-end-end dehazing networks showed 
significant performance improvements compared to tradi-
tional methods such as DCP, AOD-Net, and DehazeNet. 
Among the end-to-end network models, FFA-Net exhibited 
the best performance with regard to full-reference met-
rics such as PSNR and SSIM and the proposed method 
exhibited the second-best performance. The difference 
with regard to PSNR and SSIM between FFA-Net and 
proposed methods was 0.8 dB and 0.003, respectively. 
This means that the performance gap between FFA-Net 
and the proposed network was only 2.2 % and 0.3 % with 
regard to PSNR and SSIM. Considering the no-reference 
metrics, our methods exhibited the third-best performance 
with regard to BLIINDS-II and SSEQ. The experimental 
results on no-reference evaluation were inconsistent with 
full-reference evaluation, and these results align with those 
of previous works [36] in that the no-reference metrics are 
limited in their ability to provide a suitable quality assess-
ment of dehazed images. Considering that the purpose of 
this work was to develop a network model that can restore 
hazy-free images in real time, the experimental results 

confirmed that the proposed method minimizes the per-
formance degradation of the SOTA method.

4.2 � Qualitative evaluation

We compared the visible quality of the restored images 
obtained using the proposed method and conventional 
methods. Examples of images restored using the vari-
ous methods are illustrated in Fig. 4. In Fig. 4, dehaz-
ing methods using end-to-end networks showed better 
visual quality than the DCP method as with the qualita-
tive results. Overall, the end-to-end networks showed com-
petent results in restoring clear images from hazy ones. 
However, Fig. 4 showed that the end-to-end network with 
relatively low PSNR sometimes fails to uniformly restore 
the homogeneous regions and restores some dark regions 
relatively brightly.

Figure 5 shows the resulting images after haze removal 
according to the degree of haze using FFA-Net and the pro-
posed method. This confirms that the proposed dehazing 
network can recover clean images regardless of the haze 
degree. When comparing the visual quality of the restored 
images obtained using the proposed method and FFA-Net, 
Fig. 5 shows that the visual quality of the restored images is 
almost identical to the proposed method and FFANet.

4.3 � Run‑time analysis

We evaluated the processing times of the end-to-end dehaz-
ing networks because the processing time of the dehazing 
methods is an important factor to be considered to avoid 
affecting the latency of the main tasks. The selected existing 
methods were evaluated using the source codes and pre-
trained models provided by the authors of each method, and 
all experiments were conducted in the same environments. 
The time taken to process all indoor images of the SOTS was 
measured five times, and then the average processing time 
per image was calculated.

The results for the SOTS dataset including PSNR and 
average processing time are presented in Table 2. As shown 
in Table 2, the proposed method outperformed all other 
methods with regard to latency and is the only method 
that can restore haze-free images in real time. Table 2 also 
shows that methods using CNNs such as DuRN and FFA-
Net require a relatively long processing time. The proposed 
method can process images 10.4 times faster than FFA-
Net. Considering that the difference with regard to PSNR 
between the proposed method and FFA-Net was only 2.2 %, 
the experimental results showed that the proposed method 
successfully decreased the latency using the zoomed convo-
lution group and coarse-to-fine strategy.

Table 1   Quantitative results comparison of SOTA methods on the 
SOTS dataset

Methods PSNR SSIM BLIINDS-II SSEQ

DCP [4] 16.62 0.8179 74.41 64.94
AOD-Net [11] 19.06 0.8504 79.02 67.65
DehazeNet [12] 21.14 0.8472 71.71 65.46
DuRN [13] 32.12 0.9803 75.17 69.23
GDN [14] 32.16 0.9836 76.53 70.25
FFA-Net [15] 36.39 0.9886 76.08 68.30
MSBDN [2] 32.77 0.9813 77.62 71.01
Ours 35.59 0.9854 76.88 69.64
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Fig. 4   Visual results of the proposed method and the SOTA methods. a hazy images, b DCP [4], c DuRN [13], d GDN [14], e FFA-Net [15], f 
MSBDN [2], g ours, h ground-truth images

Fig. 5   Visual results of the proposed method and FFA-Net according to the degree of the haze. The extent of haze becomes gradually thick from 
left to right. a hazy images b FFA-Net [15] c ours
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4.4 � Ablation study

To analyze the effectiveness of each component in our net-
work model, including the attention module, zoomed convo-
lution group, and coarse-to-fine strategy, we conducted abla-
tion studies as shown in Table 3. From the baseline network 
that consists of convolution groups with the same number 
of blocks ( Nb = 17) but no efficient attention module, we 
evaluated the performance of the dehazing network with 
regard to PSNR and frames per second (FPS) by adding each 
component. Table 3 confirms that the zoomed convolution 
group with the same sampling ratio of two can effectively 
decrease the latency of the dehazing network. In addition, 
Table 3 confirms that the efficient attention module increases 
the quantitative results of the dehazing network with a small 
burden for the processing time. The coarse-to-fine strategy 
that efficiently distributes the computational complexity by 

adjusting the number of convolution blocks and the sampling 
ratio also effectively reduces the processing time while mini-
mizing performance degradation.

In addition, we assessed the performance of the proposed 
method according to the various configurations of zoomed 
convolution groups, as shown in Table 4. The experimental 
results showed that a high sampling ratio ( Zs ) in the first 
convolution group can decrease the performance compared 
to the other cases. Furthermore, the higher number of con-
volution blocks ( Nb ) in the later convolution group can help 
improve the performance than vice versa. The proposed con-
figuration is composed of three zoomed convolution groups 
consisting of 11, 13, and 17 convolutional blocks with sam-
pling ratios of 2, 4, and 4, respectively, and it exhibited the 
highest performance in terms of PSNR among the configura-
tions that achieved a processing speed of over 30 FPS.

5 � Conclusion

In this study, we proposed an end-to-end network for real-
time image dehazing because the latency of a dehazing 
network is an important factor to be considered to avoid 
affecting the speed of main image analysis tasks. The pro-
posed method uses a CNN architecture, which has been 
shown to outperform other neural network architectures. To 
reduce the computation time of our model’s CNN, we used a 
zoomed convolution group, inspired by an existing study on 
zoomed convolution, which effectively reduces the process-
ing time of convolution. Zoomed convolution groups can 
significantly reduce their processing time of the convolution 
group by performing various operations such as convolu-
tion, activation, and attention at low resolution. Additionally, 
the zoomed convolution group adopts an efficient channel 
attention module because the attention mechanism is one 
of the important factors for improving the performance of 
deep learning networks. Through the foregoing, we designed 
a network model to progressively recover haze-free images 
using a coarse-to-fine strategy and efficiently distribute the 

Table 2   Performance comparison to SOTA methods on SOTS dataset

Methods PSNR (↑) Avg. process-
ing time (s) 
(↓)

DuRN [13] 32.12 0.091
GDN [14] 32.16 0.040
FFA-Net [15] 36.39 0.208
MSBDN [2] 32.77 0.044
Ours 35.59 0.020

Table 3   Performance comparison for different configurations of the 
proposed network on the SOTS dataset

Network PSNR (↑) FPS (↑)

Baseline 36.15 7.5
+ Zoomed convolution group 34.63 25.0
+ ECA module 35.87 22.7
+ Coarse-to-fine strategy 35.59 49.5

Table 4   Performance 
comparison for different 
configurations of the zoomed 
convolution groups on the 
SOTS dataset

G1 G2 G3 PSNR (↑) FPS (↑)

N
b

Z
s

N
b

Z
s

N
b

Z
s

17 2 17 2 17 2 35.87 22.7
11 2 13 2 17 2 35.49 27.8
11 4 13 4 17 4 33.03 59.3
11 2 13 4 17 4 35.59 49.5
11 4 13 4 17 2 33.63 40.9
11 4 13 2 17 4 35.38 45.7
17 4 13 4 11 2 33.40 45.5
17 2 13 4 11 4 35.31 43.0
17 4 13 2 11 4 34.73 44.7
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computational complexity by adjusting the number of con-
volution blocks and sampling ratio. The experimental results 
on a public dataset showed that the visual quality of the 
images restored by the proposed method is almost identical 
to that of FFA-Net, which had the highest performance in the 
quantitative evaluation results. The performance of FFA-Net 
differed from the proposed network by only 2.2 % and 0.3 % 
in terms of PSNR and SSIM, respectively. The experimen-
tal results further showed that our method outperformed all 
compared methods with regard to latency. Moreover, the 
proposed network is the only method for restoring haze-
free images in real time. The proposed method can process 
images 10.4 times faster than FFA-Net and enables a frame 
rate of 49.5 FPS, with minimal performance degradation.

In this study, we focused on improving the processing 
speed of dehazing networks while maintaining a high visual 
quality of restored images. However, the high visual quality 
of the output image in the preprocessing step does not always 
guarantee performance improvement in the main image 
analysis task. In future work, we will analyze the relationship 
between the performance of the image-dehazing network and 
that of the main tasks using the image-dehazing network as a 
preprocessor. Using such analyses results, we plan to develop 
several lightweight image-dehazing networks, each optimized 
for a specific main image analysis task. Also, we plan to ana-
lyze the performance on various datasets that contain real-
world environments including low-light conditions.
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