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Abstract

In-band network telemetry (INT) is one of the promising technologies for achieving fine-grained and real-time visibility into the network,
however, it brings non-negligible traffic overhead due to the increased packet length. Several sampling methods have been introduced to
reduce the INT overhead; although, the provision of satisfactory network visibility was not well investigated. In this paper, we introduce a
utility-based INT sampling rate allocation scheme, namely uINT, that aims to reduce data redundancy while improving network visibility.
We conducted experiments using the software switches and demonstrated that uINT reduces redundantly collected INT data by up to 15%
compared to sINT.
© 2023 The Author(s). Published by Elsevier B.V. on behalf of The Korean Institute of Communications and Information Sciences. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

Network monitoring is an essential part of network man-
agement enabling network operators to observe network states
and troubleshoot problems. In traditional network monitor-
ing (e.g., simple network management protocol (SNMP) [1]),
network status is periodically collected from devices, which
consumes significant computing resources of devices and in-
creases query latency. Moreover, such periodical sampling
results in coarse-grained network monitoring and has limita-
tions for getting real-time network status data. Other network
monitoring techniques [2,3] have similar problems. For in-
stance, Netflow [2] captures information about flows passing
through switches; however, it requires additional workload
on a switch CPU. Meanwhile, sFlow [3] requires a smaller
amount of CPU usage but suffers from low accuracy. To solve
these problems, in-band network telemetry (INT) has been
recently introduced.
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By means of INT, internal states of the switch such as
queue occupancy and switch ID can be queried while visiting
the switches. The queried switch states are stacked along the
routing path and reported to the sink at the end of the data
plane pipeline. Such per-packet telemetry capabilities enable
us to collect fine-grained and real-time network information
for building network-wide traffic views. However, the micro-
scopic view of INT comes with the cost of data plane over-
head (e.g., extra bandwidth consumption [4] and decreased
packet processing speed due to the additional telemetry in-
struction [5]). Specifically, an INT metadata header requires at
least 12 bytes and takes up the space where the packet payload
can be loaded [6]. Moreover, if the maximum transmission unit
(MTU) is limited, a lesser payload can be carried owing to the
enlarged INT header.

To address the issue of INT overhead, researchers have
proposed various techniques. These include (1) selectively
inserting INT fields in a certain proportion of the passing
packets [5,7,8], (2) compressing telemetry data to reduce the
length of INT fields [9], and (3) allowing switch devices
to locally decide whether to attach INT data [10,11]. One
particularly effective approach is the sampling-based INT,
i.e., selectively inserting INT fields in packets based on a sam-
pling rate. Network data collected from per-packet INT have
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xcessively short intervals (i.e., 0.8192 µs in a data rate of 10
Gbps), while the network does not experience rapid changes
within such short time periods. Thus, the sampling-based INT
efficiently reduces overhead by increasing the INT probing
interval. However, existing studies about sampling-based INT
suffer from the limitation of not considering a network-wide
view. This can lead to the occurrence of redundant INT data
depending on the paths of INT flows and the types of collected
INT items. For instance, if two flows overlap on the same
switch, the same types of INT data will be collected, which
leads to degradation of overall data quality [12].

In this paper, we propose a utility-based INT sampling rate
allocation scheme, namely uINT, that determines the sampling
rate of each flow to maximize the network visibility under a
given budget on the INT overhead. In uINT, we introduce a
novel redundancy metric that jointly considers the collected
INT items and the underlying network topology. After that,
we leverage a utility maximization framework with a concave
utility function on the redundancy metric subject to the INT
overhead threshold. We carried out extensive simulations us-
ing a well-known SDN controller (i.e., ONOS) and software
switches (i.e. bmv2). Simulation results demonstrate that uINT
outperforms [7] in terms of network visibility and monitoring
accuracy compared with the existing one.

The remainder of this paper is organized as follows.
Section 2 presents the system model and Section 3 proposes
the utility-based sampling rate allocation scheme. Section 4
shows the simulation results and Section 5 concludes this
paper.

2. System model

The overall system is modeled as an undirected graph
G(V, E), in which V and E represent the sets of network
nodes and links, respectively. Each node represents an INT-
capable switch that can work as either an INT source or an
INT sink. The flow set in the networks is represented by F
and each flow f has the path P f , which is pre-determined as
the shortest path to the destination. Note that, P f is the set of
nodes v that is on the path of flow f . Each switch is able to
embed network INT items t ∈ T into the packets of flow f
where T is the set of INT items.

Fig. 1 illustrates a motivating example consisting of two
flows: (1) f 1 (h1 → h3) and (2) f 2 (h2 → h4). The network
ontroller assigns INT sampling rates to each flow, and INT
tems are collected depending on the sampling rates of its
isiting flow. Hence, increasing the sampling rate improves
he reliability and accuracy of INT-based network monitoring
pplications. However, excessive redundancy imposes signifi-
ant INT overhead. To allocate appropriate sampling rates for
ows and to achieve better network visibility, two types of
edundancy on the collected INT item need to be considered:
1) spatial redundancy and (2) temporal redundancy.

Typically, INT packets follow the shortest path to the desti-
ation, and thus central nodes (e.g., SW1 in Fig. 1) linked with
number of neighbor nodes are frequently visited by different

ows [13]. Under this situation, INT items from SW1 will be
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Fig. 1. Example scenario.

redundantly collected, i.e., spatial redundancy. Meanwhile, the
flows will rarely visit the nodes (e.g., SW5 in Fig. 1) placed on
the peripherals of the network. Thus, sufficient network-wide
visibility can be provisioned only when higher sampling rates
are assigned to such unpopular nodes. Specifically, this spatial
redundancy can be quantitated by node centrality, which is
one of the centrality indices to measure how many shortest
paths go through the node in the network topology. The node
centrality of node v is calculated as [14],

cv =

∑
s∈V

∑
d ̸=s∈V

sp(s, d; v)
sp(s, d)

, (1)

here sp(s, d) refers to the number of the shortest paths
etween source node s and destination node d, and sp(s, d; v)

represents the number of the shortest paths that include node
v.

Thus, by calculating cv , the proportion of the shortest paths
passing certain node v can be measured. Then, the spatial
redundancy of flow f , denoted by S R f , can be defined as

S R f =
1

maxv∈V {cv}

1
n(P f )

∑
v∈P f

cv, (2)

where n(P f ) is the total number of nodes in path P f , which is
used for computing the average node centrality of nodes in P f .
Note that S R f is normalized by the maximum node centrality
value (i.e., maxv∈V {cv}) and thus its range is [0, 1].

On the other hand, the temporal redundancy is caused by
collecting INT items more than once at the specified time
epoch. Obviously, the temporal redundancy is affected by the
sampling rates of other flows that are overlapped at the same
node. Let O f,v,t be the sum of the sampling rates of overlapped
flows with flow f at node v on INT item t . Then, O f,v,t can
be defined as

O f,v,t =

∑
t∈T

∑
v∈P f

∑
k ̸= f ∈F

δ
f
v,t,k xk (3)

where δ
f
v,t,k is a binary variable to indicate whether flow k is

overlapped with flow f at node v on INT item t and xk is the
sampling rate of flow k.

Note that the type of INT items also affects temporal

redundancy. For example, static INT items (e.g., switch ID)
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ill experience higher temporal redundancy than dynamic INT
tems (e.g., hop latency and queue length), since static network
tate only needs to be collected once. In order to consider the
ensitivity variation among INT items, we define a parameter

St as the sensitivity of redundancy on INT item t . Specifically,
tatic INT items have values of St close to 1, while dynamic

INT items have values close to 0. To summarize, the overall
temporal redundancy of flow f considers all types of INT
items and all traversing nodes, and thus it is given by

T R f =
1

T Rmax

∑
v∈P f

∑
t∈T

St O f,v,t , (4)

where T Rmax represents max f ∈F {T R f }, which is used for
normalization. Therefore, similar to the range of S R f , T R f

ranges between 0 and 1.

3. Utility-based sampling rate allocation

In this section, we present a utility optimization problem
where the utility function is characterized as the level of
satisfaction of flow f when network visibility is achieved by
extracting INT items from INT packets. Specifically, the utility
function is a monotone-increasing function since a higher
sampling rate guarantees higher satisfaction (or network visi-
bility). Let U (·) be concave and increasing utility function that
models the “law of diminishing returns”. The utility function
can be defined to be strictly concave, such as a logarithmic
function [15] and thus we define U (x f ) = ln(x f ). In addition,
we introduce the weight for flow f , denoted by w f , which rep-
resents the network monitoring quality of flow f . As analyzed
in Section 2, the spatial redundancy and temporal redundancy
are jointly considered to derive w f , which is given by

w f = α(1 − S R f ) + (1 − α)(1 − T R f ) (∀ f ∈ F), (5)

where the spatial redundancy and temporal redundancy are
prioritized according to the parameter α. By (5), a higher
weight can be assigned to a flow with low levels of spatial
and temporal redundancy.

Since the goal of the utility maximization framework is to
maximize network visibility (i.e., quantitated by utility) by al-
locating appropriate sampling rates for flows, the optimization
problem can be defined as

max
x

∑
f ∈F

w f · U (x f ) (6a)

s.t. 0 ≤ x f ≤ Ze, (∀ f ∈ F, e ∈ E) (6b)∑
f ∈F

x f ≤ π (6c)

(6b) represents the upper bound and lower bound of the
sampling rate, i.e., Ze refers to the capacity of link e that can
be used for sampling of flow f . Meanwhile, (6c) represents the
total INT sampling rate constraint, i.e., the total INT sampling
rate should be bound to the upper limit π .

Since the problem (6a) is a convex optimization problem
due to the concave utility function, it can be solved by the
79
Lagrange method and Karush–Kuhn–Tucker (KKT) condition.
The Lagrangian of the problem (6a) is defined as

L(x f , µ
U
f , µL

f , λ) =

∑
f ∈F

w f · U (x f )−∑
f ∈F

µU
f (x f − Ze) +

∑
f ∈F

µL
f (x f ) − λ(

∑
f ∈F

x f − π ),
(7)

where µU
f , µL

f and λ are the Lagrangian multipliers associ-
ated with the constraints on the link capacity (6b) and total
sampling rate (6c). Then the KKT condition-based approach
can be used to find the optimal sampling rate that meets the
primal–dual optimality. To satisfy the necessary and sufficient
condition of the KKT condition, the optimal sampling rate is
derived as

x∗

f =
w f

λ
(0 ≤ x f ≤ Ze). (8)

To obtain the Lagrangian multiplier λ, we apply the sub-
gradient method [16]. We define a recursive equation as

λt+1
= max(0, λt

+ ϵ × (
∑

(x∗

f − π ))), (9)

where ϵ is the step size. In [16], it is proven that if we choose
an appropriate step size, λ converges to the optimal variable
λ∗, thus an explicit form of (8) can be used to obtain the
optimal sampling rate x∗

f .
Note that the sampling rates of other flows should be given

to derive the temporal redundancy T R f , and T R f is used
for deriving the weight in the utility maximization problem.
Therefore, we cannot obtain any closed form on the optimal x f

and thus an iterative approach is required. In other words, the
initial values on x f are used to obtain T R f , which is then used
for solving the utility maximization problem. After that, the
obtained x f is fed to T R f for the next iteration. This iteration
is repeated until converged values are derived. To this end,
we devise an iteration algorithm in Algorithm 1. First of all,
the sampling rates are randomly set under the constraints, and
S R f and T R f are obtained by (2) and (4) (line 3). Given the
obtained redundant metrics, the weight of each flow, w f , is
calculated and an inner iteration is implemented to solve the
utility optimization problem (6a) (line 4). Under the condition
of ϵ satisfying the diminishing step size rule [17], the dual
variable λ converges, and thus the optimal sampling rate can
be obtained by an explicit form of (8) (lines 8–14). Here,
T R f has been obtained from an arbitrary flow sampling rate,
and therefore it should be through the optimal sampling rate
obtained from the inner iteration. As a result, an outer iteration
is performed until the required iteration steps are done or the
variance of T R f becomes equal to or smaller than a small
value (i.e., △) (lines 5–7).

4. Performance evaluation

In this section, we evaluate the performance of uINT. The
goal of our evaluation is to compare network monitoring
quality between uINT and other sampling-based INT scheme,
i.e., sINT [7].
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Algorithm 1 Iterative Algorithm

1: input ϵ: Step size; T, R: Total number of iteration rounds;
△: Minimum gap between two iterations

2: output x∗

f : Optimal sampling rates for each flow
3: Choose an initial flow sampling rate x0

f and compute S R0
f

and T R0
f

4: while r < R or T Rr+1
f − T Rr

f > △ do
5: Update T Rr

f by (4) and configure wr
f based on (5)

6: while t < T or x (t)
f − x (t+1)

f > △ do
7: Initialize λ(0)

8: x (t)
f =

wr
f

λ(t)

9: λ(t+1)
= max(0, λ(t)

+ ϵ(
∑

x (t)
f − π ))

10: Update step size ϵ

11: Update iteration round t = t + 1
12: end while
13: Update xr+1

f with converged sampling rate
14: Update iteration round r = r + 1
15: end while

4.1. Setup

All experiments were conducted on a machine with Intel
i7-9700K processors and 32 GB of RAM, using the Ubuntu
22.04 operating system. We consider a simple tree topology
shown in Fig. 2, which has been implemented on Mininet. All
switches are bmv2 software switches and they are connected
to one ONOS controller. Hosts are either INT sink or source
nodes. Under the given tree topology, different values of node
centrality can be observed. For example, the node centrality of
SW 2 and SW 3 is 1.5 times larger than that of SW 1. For
he workload, we used the packet capture files from UNIV1
race [18]. We distributed the packet capture files of UNIV1 to
he Mininet hosts and replayed them using the tcpreplay tool.
he source and destination nodes of each flow are randomly
elected and the routing paths of the flows are determined by
he shortest path algorithm. We used the ONOS controller for
he path setup and implemented segment routing (SR) to steer
he packets. For instance, when h1 sends packets to h4, the
NOS controller calculates the shortest path to the destination

i.e., SW4 → SW2 → SW3) and includes the corresponding
segments header in the packet header to instruct the path.
Then, the switch checks the packet header and routes to the
switch instructed in the segment header. We assume that each
flow can collect two INT items: switch ID and hop latency.
The sensitivity parameters St for the switch ID and hop latency
are set to 1 and 0.6, respectively. This value is based on the
fact that static telemetry items (e.g., switch ID) rarely change
compared to dynamic ones (e.g., hop latency). On each link e,
he INT sampling capacity Ze is randomly selected between
0% and 80%. Since the available INT overhead depends on
he link capacity. Also, we have α = 0.5, and π = 25% × N f
here N f is the number of flows. For comparative study, we

onsider sINT [7] whereby static and equal sample rates are
et for flows. Sampling rates of flows in sINT are set as 25%
o ensure both INT schemes have the same INT overhead.
 b
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Fig. 2. Experimental setup.

Fig. 3. Normalized utility comparison with sINT.

.2. Experimental result

Fig. 3 shows the weighted utility of uINT normalized by
hat of sINT. It can be seen that uINT always exhibits higher
tility than sINT. By its definition in (5) and (6a), the weighted
tility is inversely proportional to the spatial and temporal
edundancy. Therefore, these results indicate that uINT can
rovide improved satisfaction on network visibility and ef-
ectively reduce the redundancy (or INT overhead) compared
ith sINT. Moreover, it can be found that the weighted utility
f uINT increases as the number of flows increases. This is
ecause the impacts of the spatial and temporal redundancy
ecome apparent as more flows are overlapped at spatial and
emporal domains.

In Fig. 4, we demonstrate the impact of redundancy in INT
ata on the accuracy. To measure the accuracy of the data col-
ected, we first compute the root mean squared error (RMSE)
f the hop latency using INT reports collected through uINT
nd SINT. In addition, the ground truth value, which is used
o measure deviation error, is obtained by collecting per-packet
NT reports on the INT sink node. Then we normalize RMSE
y its range and represent it as the normalized root mean
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Fig. 4. Measurement accuracy of hop latency.

Fig. 5. INT items collected.

squared error (NRMSE) depicted in Fig. 4. Since sINT main-
tains constant sampling rates regardless of the redundancy,
it results in high redundancy in some nodes. For example,
when INT flows overlap on a switch, redundant INT data are
collected at the switch. In the case of dynamic telemetry items,
this can lead to a minor increase in accuracy at the node level;
however, it results in a decrease in accuracy from a network-
wide perspective, since other nodes in the network experience
INT data starvation. In Fig. 4, it can be found that the NRMSE
of uINT is lower than that of sINT, which indicates that uINT
can increase network-wide visibility by efficiently handling
data redundancy even in scenarios where the number of flows
increases. Moreover, the minimum and maximum values of
NRMSE in sINT are larger than those of uINT, respectively.
This is because there is a significant variation in the data
accuracy measured at each node when using sINT, thereby
adversely affecting balanced network monitoring across the
entire network.

Fig. 5 shows the effect of sensitivity of redundancy, St ,
on the INT item collection. We consider two telemetry items
(i.e., switch ID and hop latency) with two INT schemes. From
Fig. 5, uINT collects different amounts of INT items with
81
the consideration of their sensitivity. In particular, it can be
found that uINT collects more INT items on the hop latency
compared with sINT. Since the hop latency is dynamic, its
more collections guarantee improved accuracy of INT mea-
surement and network visibility. Meanwhile, it can be seen
that sINT does not differentiate INT items and therefore the
same amounts of INT items are collected regardless of INT
items. In this situation, most of the INT items including the
switch ID are redundant and do not contribute to improving
the network visibility.

5. Conclusion

In this paper, we proposed uINT, a utility-based sam-
pling rate allocation scheme for INT. In the utility maxi-
mization framework, novel spatial and temporal redundancy
metrics have been introduced, which contribute to improving
the network visibility and reducing monitoring errors com-
pared with the existing sampling-based INT. Our simulation
results demonstrate that uINT effectively reduces redundant
data by 15% compared to sINT while increasing network
monitoring quality under the same INT overhead. In our future
work, we will investigate the information theory to measure
data redundancy and design a redundancy-aware adaptive INT
collection scheme.
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